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Introduction

The high incidence of venous thromboembolism (VTE) globally and the morbidity and
mortality burden associated with the disease make it a pressing issue. Machine learning
(ML) can improve VTE prevention, detection, and treatment. The ability of this novel
technology to process large amounts of high-dimensional data can help identify new
risk factors and better risk stratify patients for thromboprophylaxis. Applications of ML
for VTE include systems that interpret medical imaging, assess the severity of the VTE,
tailor treatment according to individual patient needs, and identify VTE cases to
facilitate surveillance. Generative artificial intelligence may be leveraged to design new
molecules such as new anticoagulants, generate synthetic data to expand datasets,
and reduce clinical burden by assisting in generating clinical notes. Potential challenges
in the applications of these novel technologies include the availability of multidimen-
sional large datasets, prospective studies and clinical trials to ensure safety and
efficacy, continuous quality assessment to maintain algorithm accuracy, mitigation
of unwanted bias, and requlatory and legal guardrails to protect patients and providers.
We propose a practical approach for clinicians to integrate ML into research, from
choosing appropriate problems to integrating ML into clinical workflows. ML offers
much promise and opportunity for clinicians and researchers in VTE to translate this
technology into the clinic and directly benefit the patients.

hospitalized.? Even with appropriate recognition and treat-
ment, there can be long-term complications such as anxiety,

Venous thromboembolism (VTE), including deep vein
thrombosis (DVT) and pulmonary embolism (PE), is a signif-
icant cause of morbidity and mortality around the world." It
is the third leading cause of death from vascular disease, after
myocardial infarction and stroke.” Moreover, it is the most
common preventable cause of death among patients who are
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postthrombotic syndrome, and chronic thromboembolic
pulmonary hypertension.* The rising global incidence of
VTE is driven by risk factors, which include surgery, hospi-
talization, cancer, estrogen exposure, and obesity." Prevent-
ing VTE is relevant for providers of all specialties, and
accurate diagnosis and management can improve outcomes.
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Machine learning (ML) refers to the ability of mathemati-
cal algorithms to analyze large amounts of data to detect
patterns and make predictions. Its use is well established in
everyday parts of our lives including map navigation, facial
recognition for security, and even autocorrection when
communicating via text messaging. This transformative
technology is rapidly gaining traction in healthcare as well
and moving from computational labs to the bedside.>® There
is considerable interest in developing ML systems for VTE
management specifically due to the complex and multivari-
ate factors influencing VTE risk, the availability of multidi-
mensional data in electronic health records (EHRs), and the
potential for rapid and early diagnostics through ML inte-
gration with imaging,7

If ML achieves its promise in the field of VTE, clinicians
and patients stand to benefit dramatically. This narrative
review describes clinical applications of ML in VTE, exploring
both current evidence and potential future directions.

A Primer on Machine Learning Terminology
for the Clinician

ML is a subfield of artificial intelligence (Al), which is broadly
defined as the capability of a computer to imitate intelligent
human behavior. ML specifically describes the use of ad-
vanced statistical models to identify patterns in large
amounts of data. Although the field of ML has been present
for decades, it has gained increasing attention in recent years
as computing power has become more affordable, allowing
organizations to develop larger and more capable models.?

One major division in ML is between classical models and
neural net-based models, commonly termed “deep learn-
ing"g’10 (=Supplementary Table S1, available in the online
version only). Classical models include linear models, such as
linear regression and logistic regression, and nonlinear mod-
els, such as decision trees, random forests, and k-nearest
neighbors. Linear models have long been used to design
predictive clinical scores such as the Wells and Geneva scores
for VTE.""? These methods rely on the manual selection of
variables that are then given specific weights, allowing clini-
cians to readily interpret the inner workings of the model.
More complex nonlinear models are more capable of identify-
ing variables and their relationships within the data, often
leading to less interpretable but improved predictive perfor-
mance. Classical nonlinear models such as random forests and
gradient boosting exhibit greater ability in handling complex
data structures, though they still depend on manually
designed features.'>'# Deep learning models such as convolu-
tional neural networks (CNNs), recurrent neural networks
(RNNs), and transformers'? are complex, large, and radically
nonlinear, and represent the state-of-the-art in most areas of
ML (although tree-based methods such as random forests are
still competitive for tabular tasks such as predicting VTE risk
from numeric features).'® Classical models are generally avail-
able in well-established, easy-to-use toolkits such as scikit-
learn,'” while deep learning models require the use of more
engineering-intensive libraries such as PyTorch'® or
TensorFlow.'®
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For the purpose of this review, we have chosen to exclude
classical linear models due to their simplicity and limited
ability to learn complex patterns from data, focusing instead
on classical nonlinear and deep learning models. We also
discuss the newest paradigm of ML, known as generative Al,
and its potential impact on the field of VTE. Generative Al
involves massive general-purpose pretraining to deep learn-
ing models, to produce models capable of performing a
variety of different tasks without any additional training.2°

Another key division in ML is the training regime: super-
vised learning versus unsupervised learning.?’? In super-
vised learning, the model is trained on a labeled dataset. In
other words, each example in the dataset is associated with a
labeled outcome. In the field of healthcare, these labels are
often physician-adjudicated and considered to be the gold
standard. These datasets can then be used to train algorithms
in tasks such as classification or regression. In unsupervised
learning, there are no given labels, and the model is allowed
to discover patterns in the data. These models use algorithms
such as clustering, association, and dimensionality reduc-
tion. Semi-supervised learning is an approach that combines
both labeled and unlabeled data, leveraging the model’s
ability to identify new patterns in the data while reducing
the burden of labeling every example.”> In deep learning,
models are often subjected to unsupervised pretraining on a
large unlabeled corpus before the given supervised fine-
tuning on a smaller labeled dataset.’*?> In generative Al,
these divisions begin to blur even further, with models
implicitly learning from massive unsupervised pretraining
to perform tasks that traditionally would have required
supervised fine-tuning.?®

Classical ML models rely on feature selection and engi-
neering, which aim to identify the smallest number of
relevant variables for the model.?” There are several different
methods of feature selection, ranging from manual selection
based on domain expertise to automated methods based on
statistical association and collinearity such as mutual infor-
mation and forward feature selection.?? Neural net-based
deep learning methods have de-emphasized the notion of
feature engineering in favor of “representation learning,”
where the model implicitly learns useful intermediate rep-
resentations of the data without explicit feature manipula-
tion. It should be noted, however, that the de-emphasis of
feature engineering in deep learning is partially a function of
the types of data on which deep learning models tend to excel
(e.g., text and images rather than tabular data), where
explicit feature engineering would be impractical anyway.

Finally, ML models are typically first trained on a portion
of the dataset (training set) and then evaluated on a separate
portion of the dataset iteratively as parameters are adjusted
(validation set).?® The final dataset that is used to test the
model’s unbiased accuracy should only include data the
model has not previously seen (test set). The metrics used
to assess performance depend on the dataset used and the
specific clinical objective of the model. Accuracy, precision,
recall (a.k.a. sensitivity), specificity, area under the curve
(AUC), and F1 (a balance of precision and recall) are perfor-
mance metrics used frequently.??
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Current Machine Learning Approaches to
Venous Thromboembolism

The ability of ML to process large amounts of high-dimen-
sional data can help identify new risk factors and better risk
stratify patients for thromboprophylaxis, interpret medical
imaging, and contribute to the shift toward personalized
medicine by tailoring treatment according to individual
patient needs. Moreover, ML-based natural language proc-
essing (NLP) enhances the ability to identify VTE events from
clinical and radiological notes that can help build efficient
and timely surveillance systems, imperative for epidemio-
logical studies and clinical research.

Risk Prediction for VTE

Thromboprophylaxis is recommended for hospitalized
patients at moderate to high risk for VTE and can take various
forms, including pharmacologic or mechanical measures.?
Risk factors such as older age, higher weight, and critical
illness can put patients at increased risk, and guidelines
recommend an individualized approach to risk stratifica-
tion.?%30 A significant challenge lies in balancing the risk of
thrombosis against the potential risk of bleeding, particular-
ly in patients with cancer or recent surgery who are suscep-
tible to complications.

At the time of this review, there are more than 35 studies
in the literature that leverage ML to predict VTE risk. Models
have been developed in various patient populations includ-
ing postoperative patients;ﬂ'32 hospitalized inpatients,33‘36
and patients with active malignancy.37'38 A frequently used
approach for risk stratification is the random forest mod-
el.327353738 Key features include patient demographics,
laboratory tests, comorbidities, and group-specific informa-
tion such as the mechanism of trauma in orthopedic patients
or tumor characteristics in patients with cancer (~Table 1).

For surgical patients, models have been developed to
evaluate the risk of VTE after various procedures including
ankle fracture surgery, knee replacement, and hip replace-
ment3"3% (~Table 1). Ding et al®' found that XGBoost (a tree-
based method) outperformed the traditional Geneva score in
predicting VTE after hip arthroplasty, with an AUC of 0.982
compared to 0.552 on their dataset (=Table 1). In non-
orthopedic patients, models have been developed for
patients undergoing weight loss surgery, inguinal hernia
repair, and neurosurgery31’32'40"42 (=Table 1). Across these
studies, models have shown an AUC ranging from 0.65 to
0.989. XGBoost performed best with an AUC of 0.989 in
predicting VTE after radical gastrectomy>?2 (- Table 1).

In patients with cancer, most models have focused on
specific cancer types such as lung, colorectal, gastric, or
ovarian cancer. A meta-analysis showed that random forest
and logistic regression achieved the highest AUC (>0.90) in
detecting VTE in patients with lung cancer.*> The aforemen-
tioned XGBoost exhibited an AUC of 0.990 in predicting
postoperative VTE in patients with colorectal cancer, com-
pared to an AUC of 0.646 for the Khorana and an AUC of 0.769
for the Caprini scores®’ (= Table 1). In an attempt to create a
universal model for all cancer types, Mantha et al developed a
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deep learning model to predict VTE in individuals with solid
malignancies®® (~Table 1). The model incorporated demo-
graphic data, cancer-specific information including next-
generation sequencing data, and laboratory results. In a
validation study with 5,951 individuals, the model achieved
a concordance index of 0.72 and outperformed the Khorana
score in two other external cohorts.

Thromboprophylaxis during hospitalization is a priority
and often linked to quality measures as well as reimburse-
ment strategies.***> Thus, researchers have sought to utilize
ML approaches to improve VTE prediction during acute
illness by combining EHR data with traditional logistic-based
risk assessment scores (such as CAPRINI).>3> ML approaches
have been demonstrated to perform superiorly to such risk
assessment models in this population.?‘4 Park et al developed
a random forest model derived from EHR data to identify
patients at risk for 30-day VTE and readmission after dis-
charge, helping to select patients who may benefit from
extended thromboprophylaxis®® (= Table 1).

A meta-analysis of 20 studies across various patient
populations that use ML models for VTE prediction found
that ML models that use more modern approaches demon-
strated a higher pooled AUC of 0.79 compared to models that
use the traditional method of logistic regression.*® A majori-
ty of studies had not been externally validated, however,
raising concerns about the generalizability of these findings
in clinical settings. Even prior to the rise of modern ML
approaches, there were numerous VTE models and a lack of
clarity into which models should be used and when.*’ The
proliferation of ML models that target select subpopulations
only adds to this challenge. Overall, the models described
above show excellent performance for VTE prediction when
tested internally, outperforming traditional risk prediction
scores, but their performance tends to drop in external
validation cohorts. Another challenge is that these models
are usually designed for specific populations. This specificity
poses a problem when, for example, a patient arrives at the
emergency department with general symptoms (such as
dyspnea or leg swelling) and does not fit neatly into catego-
ries like a patient with lung cancer or a patient after
orthopedic surgery. Therefore, we need models that can be
applied to a wide range of populations to ensure they can be
effectively integrated into clinical settings. Chen et al devel-
oped a gradient-boosting model predicting VTE in a diverse
patient population*® (~Table 1). Their model achieved AUC
values between 0.8 and 0.83 during internal validation,
compared to 0.63 for the PADUA score. In external validation,
their model achieved an AUC of 0.72 to 0.82 compared to an
AUC of 0.61 to 0.77 for the PADUA score. Future studies
should focus on representing larger populations and external
validation on multiple datasets because universal models
could confirm similar approaches can be applied to other
settings.

Diagnosis of VTE

Suspicion for VTE typically arises from the clinical presenta-
tion and the patient’s risk factors. Guidelines recommend
calculating a probability assessment using validated scoring
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systems such as the Wells score.*®>* Biomarkers such as D-
dimer can further risk stratify which patients need further
testing, although diagnoses are confirmed through imaging
studies: duplex ultrasonography for DVT and computed
tomography pulmonary angiography (CTPA) for PE.
Approaches for integrating ML into improving diagnostic
accuracy range from assigning diagnostic probabilities at
presentation,”’ development of biomarkers,>* to ML-based
approaches to optimize radiologic diagnosis of VTE>3~°®
(~Table 1).

Most ML approaches in this area have focused on devel-
oping models that can be paired with a radiologist to help
expedite reads (=Table 1). Nakayama et al leveraged a
ResNet101 model to classify ultrasound images positive for
DVT among disaster victims.”’” Meta-analyses to evaluate the
effectiveness of a pooled deep learning model in detecting PE
included 36,847 CTPA found that the model had a sensitivity
of 88% and a specificity of 86%,°® compared to the perfor-
mance of radiologists, whose sensitivity is estimated to be 67
and 87% and specificity 89 to 99%.°3-%1 Notably, ML models to
aid PE diagnosis in the emergency department demonstrated
excellent model performance but did not lead to statistically
significant reductions in study reading time, report commu-
nication time, or time to anticoagulation, highlighting the
gap between technical and clinical success® (~Table 1).
Future studies should focus on testing in real-world clinical
environments so that we can begin to close this gap.

Exploring how we can use ML models for difficult-to-
detect findings may also improve impact. For example, bi-
dimensional entropy measures in ultrasound images are
being explored to detect which DVTs were likely to be
associated with PE,”® an approach that could improve patient
outcomes, decrease healthcare costs, and minimize radiation
exposure by avoiding low-yield scans (~Table 1). There is yet
alackof models for detecting chronic PE and CTEPH that have
been identified as potential foci for future studies.®?

Management of VTE

The mainstay of VTE treatment is anticoagulation, aimed at
preventing clot extension and the formation of new clots.*°
Determining the duration of anticoagulation treatment
depends on the patient’s risk of recurrence and bleeding.*®
However, risk factors are often dynamic and can change over
time as they are influenced by age, new comorbidities, and
changes in medications which can make individualized
decisions imperative but also challenging.

ML has been used to predict VTE severity, which can guide
treatment. In certain high-risk cases of PE, more aggressive
interventions such as thrombolysis or thrombectomy may be
needed.®® Deng et al developed a model forecasting 2-year
overall survival after VTE in patients who received allogeneic
hematopoietic stem cell transplantation (HSCT), stratifying
patients into low-, intermediate-, and high-risk clusters®*
(=Table 1). Such prognostic tools could help clinicians start
treatment promptly for higher-risk patients and adjust the
risk-benefit discussion regarding interventional procedures
or anticoagulation in patients with thrombocytopenia un-
dergoing HSCT. A frequent and relevant clinical question

From Code to Clots Chrysafi et al.

pertains to the duration of anticoagulation therapy, and
when it is safe to discontinue these medications. Neural
network models have been used to identify a composite
outcome of VTE-related death or VTE recurrence in patients
with VTE who prematurely discontinued anticoagulation®
(=Table 1). This model outperformed traditional logistic
regression with an ROC curve of 0.96 compared to 0.76.
Determining a patient’s risk of bleeding can be challeng-
ing to quantify, and existing risk prediction tools such as
HAS-BLED and VTE-BLEED demonstrate modest perfor-
mance.?® Mora et al developed an XGBoost model capable
of predicting major bleeding events in patients receiving
anticoagulation for VTE, initially outperforming VTE-BLEED
on an internal dataset but with comparable performance on
an external dataset®” (-Table 1). Cancer patients are at
increased risk for thrombosis but also bleeding.®® The con-
ventional CAT-BLEED score was compared with several
different ML modeling approaches to bleeding events up to
455 days after an episode of cancer-associated thrombosis®®
(=Table 1). All models outperformed CAT-BLEED, but they
used over 400 variables including clinical data, biochemistry,
and diagnosis codes, which make the model challenging to
replicate in other settings. Recognizing that the risk of
bleeding can change over time, Shahryari Fard et al devel-
oped a feed-forward and RNN model that used data from
multiple time points to predict major bleeding in patients on
extended anticoagulation, achieving an AUC >0.8070
(=Table 1). Thus, this could be envisioned as an approach
that dynamically pulls data at every visit and continuously
updates over time to enhance the prediction accuracy.
There are crucial therapeutic choices related to agents and
dose or route of administration for patients who are treated
with anticoagulation that could be optimized by integrating
ML. In one approach, ML models have been developed to
predict the starting warfarin dose based on clinical data and
were shown to outperform physician estimates’! (- Table 1).
Ravvaz et al created a Bayesian network model leveraging
pharmacologic and genomic data to tailor optimal warfarin
dosing to different subpopulations and were able to demon-
strate improved time in the therapeutic range.”? A random
forest model used a causal inference approach to determine
whether patients would most benefit from apixaban versus
rivaroxaban treatment in reducing the risk of stroke and
major bleeding.”? Although these studies focused on patients
with atrial fibrillation, they underscore the potential for ML
to personalize treatment choices and the need for further
studies in VTE specifically exploring not only anticoagulation
but also which patients might benefit from intervention.

Identifying VTE in the EHR

Identifying VTE cases in the EHR is fundamental for disease
monitoring to ensure prevention measures and working. An
accurate representation of cases also facilitates further clini-
cal research, identifying datasets that can be used for exter-
nal validation of ML models and the development of new
models. Traditional methods for identifying VTE cases, such
as manual chart review, are time-consuming. Using diagno-
sis codes can speed the process but has been shown to have
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poor predictive value (PPV).”*7° NLP, a type of Al that focuses
on using computers to extract and interpret text, has
emerged as a promising solution for identifying information
in the EHR including cases of VTE.

Early forms of NLP were “rule-based” and relied on a
series of if, then rules to parse text. These lists of rules
required provider expertise to create, had to be custom-
ized to the preferred language of the institution, and could
become long and unwieldy. PEFinder and MedLEE were
two well-known examples of rule-based NLP to detect VTE
that performed very well but were time-intensive to create
and transport to other settings.”® As more advanced
statistical ML methods have developed, researchers have
explored using other NLP techniques to identify VTE cases
(=Table 1). A meta-analysis of eight studies demonstrated
a pooled sensitivity of 0.931, specificity of 0.984, and PPV
of 0.910.”7 The most effective models used a newer text
preprocessing method known as vectorization, where
words are represented as mathematical vectors, and
newer deep learning approaches including convolutional
neural networks. Despite the excellent pooled perfor-
mance, the review noted significant heterogeneity across
studies and emphasized the need for publication stand-
ards to meaningfully advance the field. Of note in a study
specifically looking at patients with cancer, the combined
use of diagnosis billing codes and NLP to create comput-
able phenotypes performed better than either approach
individually, highlighting that this strategy might be
optimal.”® The use of NLP to identify bleeding events is
also an important step as these are particularly challeng-
ing to capture using billing codes alone, given the hetero-
geneity compared to thrombotic events. Although studies
are limited, there is also promise for this approach to

Opportunities

identify hemorrhagic events from clinical unstructured
data.”®:80

Future Directions in Machine Learning for
VTE

The dominant trend in contemporary ML has been the rise of
pretrained generative models, which are trained on large-
scale unlabeled data to capture (and be able to generate
from) the underlying data distribution. The most visible
example of this approach is large language models (LLMs)
such as ChatGPT?®' and Gemini,®? sometimes also known as
foundation models,®> which are trained on large-scale cor-
pora of text to become robust text-comprehension agents.
However, generative approaches can also be applied to other
data types for tasks such as designing new molecules (in-
cluding new anticoagulants), creating digital twins for syn-
thetic clinical trials, and expanding existing datasets
(=Fig. 1).

Large Language Models and VTE

The large-scale pretraining of LLMs allows them to act as
robust linguistic agents with only written prompts. This
learning paradigm is termed “in-context learning,” where
“few-shot” and “zero-shot” prompting refer to the inclu-
sion versus exclusion of minimal training examples
(“exemplars”) in the inference-time input to the model.
The process of optimizing written prompts is known as
“prompt engineering.” These model’s performances can
vary widely depending on their inputs, and some have
argued that prompt engineering is quickly becoming a
core skill for both clinicians and researchers.®4 In general,
the more direction the model is provided upfront, the

Challenges

Fig. 1 Future opportunities and challenges in machine learning for venous thromboembolism.

Hamostaseologie  Vol. 44 No. 6/2024 © 2024. Thieme. All rights reserved.

This document was downloaded for personal use only. Unauthorized distribution is strictly prohibited.



more likely it is to perform well and minimize
hallucinations.®?

However, the largest models of these kinds, such as
ChatGPT and Gemini (100+ billion parameters), are pro-
prietary in nature and too large in any case to run on the
hardware available to most academic or medical teams.
They are typically accessed via application programming
interfaces (APIs) with cost based on use, which can quickly
become expensive (~Fig. 1). These interfaces also involve
sending data to an external server, raising privacy risks for
health-protected data (=Fig. 1). Smaller LLMs (1-30 billion
parameters) such as LIaMA®® and OLMo®’ are available
open-access for download. Although smaller models are
less capable of in-context learning compared to larger
ones, they can be customized and used on private
servers and, with task-specific training, can often
outperform larger, more general-purpose models®®
(~Fig. 1).

Pretrained LLMs excel at generic tasks within the ambit
of their pretraining data. So, an LLM would not have a firm
basis for predicting risk scores for VTE from numeric
features but could be expected to parse and generate
written clinical notes (=Fig. 1). Van Veen et al, for example,
showed that GPT-3.5 compared favorably to human
experts at summarizing clinical text,2%°" while Ge et al
showed that GPT-4 was able to automatically extract key
information from radiology reports.”’ In the context of
VTE, an LLM could potentially be used to identify
bleeding and clotting events in the medical record with
minimal to no training, programming, or data preprocess-
ing (~Fig. 1).

LLMs are becoming increasingly multimodal, with major
implications for medicine generally and VTE specifically.
Saab et al recently introduced Med-Gemini, a medicine-
specialized version of the Gemini model, demonstrating its
zero- and few-shot performance across a variety of multi-
modal tasks including surgical video understanding and
radiology image captioning.®? This trend toward multimo-
dality extends beyond LLMs, with Somani et al using fused
representations of both electrocardiogram images and other
types of clinical data to diagnose PE.% In VTE specifically, this
trend carries the potential for zero- and few-shot reasoning
over both VTE-related text and images, among other data
modalities (~Fig. 1).

Generative Al Outside Foundation Models

Pretrained generative approaches can be applied anywhere
there exists a large corpus of unlabeled data that would be
helpful for the model to “learn” in a general way before
adapting it for a particular purpose. By learning the underly-
ing distribution of this data, generative models can produce
useful feature representations of data items—for example, a
neural autoencoder was run across a corpus of Simplified
Molecular Input Line Entry System (SMILES, a notation for
representing molecular structures in text format) represen-
tations of chemical compounds to suggest new candidates for
::1r1ticoagulants93 (=Fig. 1). Another illustrative use can be to
simulate data items for the purpose of counterfactuals to

From Code to Clots Chrysafi et al.

generate “digital twins"®* (- Fig. 1). Synthetic data generated

can be used to produce synthetic data for the purpose of
training downstream models. Ktena et al showed that aug-
menting a training set with images produced by a generative
model pretrained on large-scale imaging data improves the
fairness of a diagnostic model under distribution shift.®> All
of these uses for non-foundation generative Al have potential
applications in the modeling of VTE.

Hacking the Challenges: Hurdles and
Solutions for ML VTE Applications

Although there is much promise for ML to be applied directly
for clinical applications, the stakes involved in healthcare
necessitate early recognition of challenges that need to be
addressed for the safe and sustainable development of the
field®® (~Fig. 1).

Availability of High-Quality Datasets

The development and validation of ML models depend on
reliable and representative datasets. EHRs are rich reposito-
ries of multidimensional data, but data are often stored in
unstructured fields, of variable quality, not broadly repre-
sentative of different patient populations, and require hu-
man labeling that can be inefficient and expensive. Building
large datasets from multiple institutions is essential, but
there are numerous challenges including reconciling differ-
ent test assays and how clinical variables are interpreted, as
well as practical issues such as data storage and how to
manage updates over time.’’ Current studies are almost
exclusively trained and tested on institution-specific data-
sets (=Table 1), which makes these models of limited utility
outside the environment they were developed.

Moreover, because ML approaches such as deep learning
can be prone to overfitting, one dataset is not enough and
ideally, there are multiple sources for validation.’® Health
care data are subject to privacy regulations that make
transferring large volumes of patient information difficult
and complete anonymization of data prior to sharing is
inefficient.?® Using artificially generated data is one solu-
tion, and another is to leverage federated learning, a decen-
tralized approach where models are sent to different
institutions for training without any exchange of patient
data 100,101

Validation and Prospective Testing

Clinical ML models can be developed on retrospective data
but need to be tested prospectively to ensure they perform
reliably in real-world settings.102 This step is essential to
ensure safety, generalizability, and clinically meaningful
outcomes. There are several trials registered for ML appli-
cations in VTE specifically (=Table 2), and clinicians should
evaluate the rigor with which a model was evaluated before
using it, just as they would for any other clinical intervention.
After a model enters the clinical space, continuous quality
assurance and performance monitoring are vital for main-
taining effectiveness, safety, and trustworthiness.'®3 This
monitoring can help detect and correct “model drift” over
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time that can occur due to shifts in data and the working
environment.'%

Risk of Bias and Expanding Existing Health Disparities
Despite its advantages, ML can harbor bias that can worsen
disparities in healthcare outcomes, particularly for under-
represented groups.'% Given the high stakes for patient care,
especially as medical applications for Al grow exponentially,
it is essential that these tools be tested rigorously for
unwanted bias. Development efforts should include strate-
gies to improve and refine the tools to rectify sources of these
biases. Innovative approaches for fairness-aware ML include
algorithmic auditing to detect bias and techniques like re-
weighting and re-sampling of data to ensure diversity.'%107
These approaches have been shown to develop ML models
that demonstrate robust performances for VTE prediction
across patient subsets including ethnicity and age.*® More-
over, clinical decision support tools have been shown to be a
possible solution to eliminate racial disparities in the use of
VTE prophylaxis, highlighting the potential of these technol-
ogies to enhance health equity.108

Clinician Reluctance and
Explainability[Interpretability

In order to gain a better understanding of the stakeholder’s
attitudes toward the implementation of thrombosis-risk
prediction models, we conducted two national surveys:
clinician-directed (n=607) and healthcare informaticians
(n=101). The majority of both clinicians (70.1%) and infor-
maticians (56%) believed that ML can be used to manage VTE;
however, several potential concerns were raised for this to be
realized including transparency.'® Although this can be
challenging, particularly in advanced ML development like
deep neural networks, applying “explainability techniques”
to identify clear and interpretable outputs and key features
that influence them can help improve trust in the algorithms’
performance by all stakeholders including health care pro-
viders and patients.''® However, the problem of how to
impose explanations on intrinsically nonlinear models and
present these explanations to human stakeholders in ways
that improve their ability to audit models is an open problem
and active research area within ML.'""

Regulatory and Liability Concerns

It is essential that regulatory agencies keep up with the rapid
pace of computational progress to ensure clinical applica-
tions for Al are standardized, safe, and ethical, and facilitate
innovation and implementation of these technologies. Vari-
ous guidelines have been published for the standardized
reporting of medical applications of AL''? The U.S. Food
and Drug Administration has outlined 10 guiding principles
for the development of Al/ML tools in medicine.""? Litigation
claims related to VTE are not infrequent and malpractice
suits are commonly around missed or delays in diagnosis and
administration of prophylactic anticoagulation.’®'" Thus,
as Al-based solutions enter patient care it will also be
essential for legislation to be developed for potential legal
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issues and liability implications that can arise from medical
errors/malpractice.>

Practical Steps to Getting Started with
Machine Learning in Clinical Research and
Applications

Many clinical researchers are interested in exploring ML
approaches for their own research in the field of VTE. We
highlight key steps and relevant resources as well as learning
points from the current state of the literature (~Fig. 2).

Picking the Right Problem to Solve

The first step in ML research is to identify an appropriate
problem that addresses an important clinical or operation-
al need."'® Many tasks, particularly tabular prediction
tasks involving discrete numerical or categorical features,
can be effectively solved by simpler approaches. Data
availability can determine which problem you choose to
pursue (=Table 3). In general, the more challenging the
task, the more data are needed. A key part of problem
exploration is determining what type of data you need,
whether you trust the data and can access it, and if it
represents your target population well. It is also valuable to
determine upfront if there are enough data from a different
source that will allow you to externally validate your
model, which is an essential step in creating tools that
can be used clinically.

Building a Team

An appropriate team is essential to ensuring success. Key
contributors include a member with clinical expertise and a
member with data science experience. The clinical expert
should be involved in every step of model build and
development. They are critical during data extraction and
cleaning because they can help make decisions around
missing data and identify potential errors or biases in the
data before it is incorporated into a model. They can help
with feature selection if needed, provide input on how
much explainability is preferred, and assist with picking
clinically relevant performance metrics."'”” The process of
obtaining and preparing a dataset for modeling often takes
the most amount of time in ML studies. An appropriate data
scientist will have experience with data analysis and devel-
oping and testing models, ideally with healthcare data
specifically.

Computational Resources

Deep learning models generally require more computing
power than is available on a typical personal computer.
There are three main ways researchers typically secure
computational resources: they may purchase and maintain
it themselves, purchase temporary use from their institu-
tion’s own high-performance computing cluster, or purchase
temporary use through a cloud service. Clarifying the best
approach with your institution’s research office is an impor-
tant step to ensure the method you choose is compliant with
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Selecting the Assembling Computational

Clinical Problem the Team Requirements

= Relevance and = Clinical expertise = |nstitutional vs.
complexity = Computational Cloud services

» Availability of expertise = Regqulatory
multi dimensional » Stakeholders eg approval
datasets patients, = Compliance with

= Validation ancillary privacy regulation

Deployment Modeling Approaches

= Integration into operational = Based on queston and data
workflow » Availability of labeled dataset

= End users involved = External and prospective

= Continous evaluation/ improvement validation

Fig. 2 Practical steps to getting started with machine learning in clinical research and applications.

regulatory needs within your own local and national centers.  Modeling Approach

Of note, some cloud services may include ML tools on their  The task, amount and type of data, and available computa-
platform that can be used with minimal coding, which canbe  tional resources will all help dictate the approach (~Table 3).
a useful option.'"8 Three basic choices include (1) training a classical model such

Table 3 Overview of VTE-related tasks and data modalities

VTE-related task Commonly | Examples Commonly used machine Considerations
used type learning approach
of data
Risk prediction of VTE | Tabular Demographics Classical machine learning This is the most commonly
Laboratory data used type of data but is also
Genetic sequencing prone to errors, missingness,

and bias. Careful review of
data should be done prior to

modeling
Case detection Text Clinic notes Classical NLP Rich information about a
in the chart Radiology reports Transformer-based neural patient’s story can be found
Discharge summaries | network in free-text notes.

Consideration should be
given to what types of notes
are included and what
information may be
excluded. For example, a
radiology report describing a
“known” pulmonary
embolism may not indicate
that the event occurred just

prior to transfer
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VTE-related task Commonly
used type

of data

Examples

Commonly used machine Considerations

learning approach

Diagnosis of VTE Images CT images
V/Q scans

Electrocardiograms

Convolutional neural
network

ECGs can be represented as
signal amplitudes (1D) over
time or as animage (2D) over
time. Other imaging
modalities, such as CT scans,
are 3D in nature. The
dimensionality of the image
informs the modeling
approach

Ultrasounds
Echocardiograms

Video

Convolutional neural
network

Video data can present
unique challenges. It is
inherently multimodal,
including both spatial and
temporal information, and is
often data-intensive

Time series | Vital signs
Laboratory data

Electrocardiograms

Recurrent neural network Granular changes in data can
indicate changes in clinical
status. A time series
approach to representing
data may better reflect
dynamic clinical decision-

making

Abbreviations: ECG, electrocardiogram; NLP, natural language processing;

as a random forest from scratch, (2) fine-tuning a pretrained
deep learning model such as BERT or LIaMA, or (3) using an
API-based LLM such as GPT-4. Classical models perform
competitively on tabular data such as numeric patient
attributes, while neural nets excel at processing text and
image data, and can be creatively engineered to, for example,
create fused representations of multiple data types.”> API-
based LLMs will excel at generic reading comprehension
tasks like extracting structured information from written
text and are likely to generalize very well to different data-
sets. TRIPOD-AI provides guidelines on model development
and best practices such as external validation.'"®

Deployment

The development of ML models in healthcare should focus on
practicality and the potential for use in real-life settings in
order to truly bring the power of ML to patient care. Several
clinical trials for testing models are ongoing, and we as a field
should continue to push to rigorously test models and
explore integrating them into clinical care (=Table 2).
Deploying model is a broad field and is well covered in other
reviews.'?? The team should be expanded to include those
who can speak to clinical or operational workflows, help
design the interface for the system, and assist with imple-
mentation. End users including clinicians and patients can
assist with these steps, act as champions, and guide educa-
tion. As with the implementation of any new technology,
understanding and anticipating human behavior is as impor-
tant as the quality of the technology and should be priori-
tized. Information technology leaders also need to be

VTE, venous thromboembolism.

involved in discussions around ongoing model quality con-
trol and plans for monitoring for bias and performance
drift."?" To address and supervise these aspects, institutions
have created Al stewardship committees that can assist with
model deployment.'??

Conclusion

ML has long played a role in the field of VTE, first with
logistic regression models powering risk prediction scores
and rule-based NLP to identify cases in the chart. As
statistical models become more advanced, new opportuni-
ties arise for leveraging modern ML approaches for improv-
ing clinical care. On the rapidly approaching horizon are
generative Al techniques that allow for the creation of new
data. Large, existing models can be applied to a variety of
tasks without further customization, opening the door for
researchers and clinicians outside the field of ML to explore
new tools. Ultimately, however, the field of VTE needs to
focus next on translating this new technology to the clinic
so that providers and patients can see the benefits in their
daily lives.

As noted earlier, existing ML approaches to various
aspects of VTE are characterized by institutional siloing
leading to non-generalizable outcomes and artifacts. Gen-
erative Al, in the form of both pretrained foundation
models and generative models of other unlabeled VTE-
related corpora, promises a way out of this situation.
Models within these emerging paradigms have the poten-
tial to be generalized across domains. They also have the
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potential to ease dataset collection by automating chart
review, further reducing the problem of data availability.
Yet at the same time, researchers seeking to exploit the
potential of these models have to grapple with the cost,
limited access, and privacy concerns of API-based models,
or the technical and computational challenge of fine-
tuning smaller foundational models or pretraining novel
generative models.

Independent of the emerging capabilities of generative
Al there is a need for researchers to consider the practical
applicability of models developed in a research context.
When a certain type of model is trained to a certain AUC
on a certain VTE-related task on a certain institution’s
internal data, the barriers preventing physicians at that
institution from using that model as a reliable and useful
clinical tool must be understood and tackled. Interpret-
ability, fairness, and human factors are all elements of this
question that tend to be neglected once the model has
been trained and evaluated. Furthermore, when privacy
concerns make it impossible to publish the training data
and often the model itself, finding ways so that the trained
model is useful to physicians at other institutions and its
role in pushing the field of ML-powered VTE forward on a
broader scale is essential. While generative Al promises
potential solutions to these problems, there is an
imperative need for future research to realize these
solutions.
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