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Abstract Objective Commercially available large language models such as Chat Generative
Pre-Trained Transformer (ChatGPT) cannot be applied to real patient data for data
protection reasons. At the same time, de-identification of clinical unstructured data is a
tedious and time-consuming task when done manually. Since transformer models can
efficiently process and analyze large amounts of text data, our study aims to explore the
impact of a large training dataset on the performance of this task.
Methods We utilized a substantial dataset of 10,240 German hospital documents
from 1,130 patients, created as part of the investigating hospital’s routine documen-
tation, as training data. Our approach involved fine-tuning and training an ensemble of
two transformer-based language models simultaneously to identify sensitive data
within our documents. Annotation Guidelines with specific annotation categories and
types were created for annotator training.
Results Performance evaluation on a test dataset of 100 manually annotated docu-
ments revealed that our fine-tuned German ELECTRA (gELECTRA)model achieved an F1
macro average score of 0.95, surpassing human annotators who scored 0.93.
Conclusion We trained and evaluated transformer models to detect sensitive
information in German real-world pathology reports and progress notes. By defining
an annotation scheme tailored to the documents of the investigating hospital and
creating annotation guidelines for staff training, a further experimental study was
conducted to compare the models with humans. These results showed that the best-
performing model achieved better overall results than two experienced annotators
who manually labeled 100 clinical documents.

� These authors shared senior authorship.

received
April 25, 2024
accepted after revision
August 18, 2024

DOI https://doi.org/
10.1055/a-2424-1989.
ISSN 1869-0327.

© 2025. The Author(s).
This is an open access article published by Thieme under the terms of the

Creative Commons Attribution-NonDerivative-NonCommercial-License,

permitting copying and reproduction so long as the original work is given

appropriate credit. Contents may not be used for commercial purposes, or

adapted, remixed, transformed or built upon. (https://creativecommons.org/

licenses/by-nc-nd/4.0/)

Georg Thieme Verlag KG, Rüdigerstraße 14, 70469 Stuttgart,
Germany

THIEME

Research Article 31

Article published online: 2025-01-08



Background and Significance

Natural language processing (NLP) is a popular subfield of
artificial intelligence that aims to analyze and understand
written and spoken language. In medicine, NLP techniques
arewidely used for a variety of tasks. For example, researchers
and clinicians use NLP to encode protein sequences,1 generate
chest radiographcaptions,2 and automatically detect cognitive
distortions in patients with severe mental illnesses.3

In many research settings, private information has to be
removed from clinical data to comply with data protection
laws. Both the personal information of patients and medical
practitioners involved in the treatment must be identified
and removed to preserve data privacy.

To develop a medical research platform, automated pro-
cesses for the identification and removal of protected health
information (PHI) may be required. At the University Hospi-
tal Essen (UHE), treatment data are extracted from the
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primary clinical systems and transformed according to the
Fast Healthcare Interoperability Resources (FHIR) stan-
dard,4,5 which is increasingly becoming a standard for data
exchange in the medical domain.6 A patient’s electronic data
are available on demand for hospital staff at the investigating
site. This also includes various clinical documents that are
created over the course of medical care.

Themanual annotation of PHI by hospital personnel is one
way to de-identify text documents and can be reasonable for
relatively small datasets. However, for large volumes of
textual data, manual de-identification is considered time-
consuming and error-prone.7 By contrast, NLP models can
process and annotate large amounts of data in a relatively
short time. Lee et al8 showed that the use of NLP to screen
human-written notes from the electronic health record can
save both time and money with acceptable losses in sensi-
tivity and power. Kang et al9 constructed an NLP pipeline
specifically designed to annotate the abstracts of random-
ized controlled trials (RCTs) sourced from PubMed. Their
research demonstrated the time-saving benefits of NLP
annotations, showing that these annotations offer effective
representations of medical evidence for a significant portion
of RCT articles.

Developments in neural networks, especially transform-
er-based10 models like BERT11 or ClinicalBERT,12 allow effi-
cient processing and classification of large amounts of text
data. These models are pretrained on a massive general
domain corpus, allowing them to develop a general linguistic
understanding. Further pretraining is an optional stepwhere
the base pretrained model undergoes additional training on
domain-specific data to better capture domain knowledge
and vocabulary. Fine-tuning is the process of taking a pre-
trained model and adapting it to a specific downstream task,
like our de-identification task, by training on task-specific
labeled data. During fine-tuning, the model parameters are
updated to maximize performance on the target task. Due to
the relatively low effort involved in fine-tuning a model,
BERT models are widespread among the NLP research com-
munity for clinical document de-identification.Most of these
activities, however, are based on English data.13–18 There are
some publications that also use German data for de-identifi-
cation,19–22 but the datasets used in these studies are often
limited to one specific document type, such as discharge
notes, and are not publicly available. Furthermore, the total
amount of documents used for training is usually limited to a
comparatively small number. Richter-Pechanski et al23 used
a bidirectional Long Short-Term Memory Network and Con-
ditional Random Fields for the de-identification of 113
Germanmedical reports from the cardiology domain. Kolditz
et al19 trained a Recurrent Neural Network on 1,116 dis-
charge summaries and transfer letters from either the inter-
nist unit or intensive care unit (ICU).

German hospitals are facedwith the problem that there is
no publicly available model that can de-identify sensitive
information in clinical documents. In addition, there are only
a few hundred publicly available medical documents in
German,24–27 some of which are synthesized because of
privacy regulations.24,25 There is also no annotated dataset

in the German language that can be used to train or evaluate a
de-identification model. These limitations severely restrict
the ability of German hospitals to contribute to and benefit
from research leveraging clinical documents. However, with
the capabilities of transformer models, hospitals can lever-
age these models on unstructured clinical data, which usu-
ally are available in large quantities. This study aims to
evaluate these models for a de-identification task with
real-world documents and compare the results with human
performance.

Objectives

We fine-tuned five different state-of-the-art models on a
large annotated dataset specifically designed to detect PHI
within German clinical documents. Our experimental results
offer insights into the performance of thesemodels and their
potential to surpass human accuracy.

Methods

Ethics Statement
This study was approved by the Ethics Committee of the
Medical Faculty of the University of Duisburg-Essen (approv-
al number 22-10991-BO). Due to the study’s retrospective
nature, the requirement of written informed consent was
waived by the Ethics Committee of theMedical Faculty of the
University of Duisburg-Essen. All methods were performed
in accordance with relevant guidelines and regulations.

Dataset
Two datasets with different document types were used from
the electronic health records of the UHE. In total, 9,040
pathology reports and 1,200 progress notes were extracted,
which constituted thefirst and second datasets, respectively.
The data from the clinical information system had already
been transformed into the FHIR R4 standard. The documents
were identified by querying FHIR resources that either
contained notes themselves or had a reference to a document
by providing a URL from where the document can be down-
loadedwithin the secured clinical domain of the hospital. All
data processing steps, including extraction and training,
were performed in this protected and externally inaccessible
environment. For the data extraction, the FHIR-PYrate py-
thon package was used.6

For the first dataset, the pathology reports belonging to
the 1,000 most recent lung tumor cases at the time of
retrieval (October 2021) were selected, which amounted to
9,040 reports in total. These documents were written be-
tween 2013 and 2021 in the tumordocumentationmodule of
the clinical information system and refer to 974 patientswho
were treated at the investigating hospital. Of the total, 1,885
of the total 9,040 pathology reports only contain small
summaries of the report.

For the second dataset, 2,000 patients who had been last
diagnosed with a melanoma skin tumor at the time of
retrieval were selected (April 2022). The associated progress
notes were extracted, resulting in a total number of 15,340
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documents. From these documents, a random sample of
1,200 documents from 156 patients was drawn. All of these
documentswere recorded directly in the clinical information
system of the investigating site.

For further information about the datasets and more
detailed document characteristics like the total number of
sentences or average token length, ►Table 1 is provided.

Protected Health Information
The 18 PHI identifiers28 defined in the Health Insurance
Portability and Accountability Act (HIPAA) served as a basis
for the development of a custom PHI list. Since not all HIPAA
PHI occurred in our dataset, some PHI types were removed.
Moreover, some PHI was identified in our dataset that was
not part of the HIPAA PHI list but was later added to the list.

As a result, the PHI categories Age, Contact, Date, ID,
Location, Name, Profession, and Other were defined. Each of
these categories is further divided into specific PHI types.
These PHI types are more fine-grained and could potentially
be used for future PHI surrogate generation steps. A combi-
nation of PHI category and type is used to annotate a PHI. All
PHI categories and types are listed and described in►Table 2.

The PHI category Other does not have a PHI type since the
type is unclear or not covered by other PHI types. The Other
type of the Location category is used, for example, for Post
Office Box numbers. The Status type of the Profession cate-
gory is usedwhen a patient’s retirement or unemployment is
mentioned.

For further instruction on the annotation task and expla-
nation of the different PHI types, annotation guidelines were
developed (see ►Supplementary Information: Annotation

Guidelines [available in the online version]). These guidelines
were given to the annotators prior to the annotation task and
contain information about the purpose of the annotation
task and how the documents are to be annotated. Difficult
annotation decisions were presented and discussed to fur-
ther improve comprehensibility.

To provide additional details about the PHI content of the
dataset, descriptive statistics about the frequency and distri-
bution of PHI over each category are listed in ►Table 3.

There are letterheads for each document in the pathology
reports, which is reflected in the average number of PHI
categories such as Contact, Location, and Name. The progress
notes, on the other hand, are more of a documentation of the
historical course of a patient’s treatment, which explains

why the Date category occurs frequently. The percentage of
the PHI distribution in the datasets is shown in ►Fig. 1 for
pathology reports and ►Fig. 2 for progress notes.

Data Annotation
Training data for pathology reports were created by using a
combination of regular expressions andmanual annotations.
As a final verification step, annotations were checked and
corrected by a quality control team. Since this method was
tedious and time-consuming, the second dataset containing
progress documentation notes was annotated with the help
of a commercial software named Health Discovery,29 which
was developed and distributed by the company Averbis. The
software was licensed at the investigating hospital due to a
partnership in the SMITH consortium30 of the Medical
Informatics Initiative.31 The software has an integrated de-
identification pipeline, whichwas used to automatically pre-
annotate PHI in the documents. The pre-annotation allowed
human annotators to quickly review and correct predictions
rather than annotating from scratch. For further information
about the performance of these pre-annotations, evaluation
metrics of the pipeline on the pathology reports are dis-
played in ►Supplementary Table S1 (available in the online
version).

As an additional verification step, annotations were man-
ually checked by medical trainees of the Annotation Labora-
tory,32 an annotation team at the Institute for AI in Medicine
at the UHE, using the software’s built-in annotation editor.
The annotators were instructed to correct pre-annotation
mistakes and add annotation labels whenever the pre-anno-
tation model missed a PHI. The annotations were performed
collaboratively by the team consisting of four medical train-
ees supervised by a quality control team. Due to the large
amount of data, errors in the annotation process cannot be
excluded. Structural errors, such as missing titles in patient
or doctor names, were corrected in a postprocessing step.
The resulting PHI annotations represent the ground truth
and were used for training and evaluation.

In addition to the evaluation of the test dataset, a further
experiment to evaluate manually annotated compared with
automatically annotated PHI was performed. Two medical
trainees from the Annotation Laboratory were given the task
of manually annotating PHI in the same 100 documents,
selecting 50 each from pathology findings and progress
documentation. These trainees were not part of the training

Table 1 Dataset characteristics

Dataset Total number
of characters

Total number
of tokens

Total number
of sentences

Average token
length

Average sentence
length

Pathology reports 17,190,155 2,618,144 189,960 5.70 13.78

Progress notes 5,694,584 917,444 48,629 5.35 18.87

Note: Displayed are different length and average length characteristics of the datasets. Total number of characters is a summarization of the length
of all characters in the documents, including punctuation. Total number of tokens is computed by splitting all documents into tokens and then
counting the number of tokens in total. Punctuationmarks are also split into separate tokens. The total amount of sentences was calculated the same
way by splitting the documents into sentences. Average token length is determined by summing up the length of all tokens and dividing it by the
number of tokens in total. Average sentence length is calculated by dividing the number of tokens by the number of sentences in total.
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Table 2 Overview of protected health information categories and types

PHI category PHI type Description

Age Age Age in years

Contact Email Email address

Contact Fax Fax number

Contact IP address IP address

Contact Phone Telephone number

Contact URL URL of a webpage

Date Birthdate Birthdate

Date Date Date

ID PatientID Medical record number or other patient identifier

ID StudyID Study title or name of a study

ID Other Other identification number

Location Organization Name of an organization

Location Hospital Name of a hospital, ward, or other medical facility

Location State Name of a state

Location Country Name of a country

Location City Name of a city or city district

Location Street Street name including street number

Location ZIP ZIP-code

Location Other Other location

Name Patient Name of a patient

Name Staff Name of a doctor or medical staff member

Name Other Name of a family member or other related person

Profession Profession Job title

Profession Status Employment status

Other PHI is not covered by other types

Abbreviation: PHI, protected health information.
Note: The PHI types were created by analyzing the privacy-related data in the available datasets. Since in the original Health Insurance Portability and
Accountability Act (HIPAA) list of PHI, there are categories and types that do not exist in the documents that were used for this study, these types
were excluded. Also, some PHI types that do not exist in the HIPAA PHI list, like study ID or profession status, were added. The PHI categoryOther does
not have a PHI type since the type is unclear or not covered by other PHI types. The Other type of the Location category is used, for example, for Post
Office Box numbers. The Status type of the Profession category is used, for example, when a patient’s retirement or unemployment is mentioned.

Table 3 Protected health information frequency and distribution of the datasets

Pathology reports Progress notes

PHI category Frequency Average per document Frequency Average per document

Age 0 0 412 0.34

Contact 29,169 3.23 602 0.51

Date 40,288 4.46 37,397 31.16

ID 44,357 4.91 1,069 0.89

Location 63,460 7.02 6,844 5.7

Name 58,275 6.45 5,333 4.44

Total 235,550 26.06 51,657 43.05

Abbreviation: PHI, protected health information.
Note: The frequency and average number of PHI per document for each category are listed.
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data annotation team but did have prior experience annotat-
ing medical text data. Prior annotation projects of the anno-
tators included the identification of oncology parameters and
also PHI in clinical documents. For the selection of the docu-
ments, the most unique ones were selected for each category
(detailed information is provided in ►Supplementary Note 1

[available in the online version]). Each annotator was asked to
check the same 100 documents to check the inter-annotator
agreement. The annotators were instructed to make the
corrections individually and without consulting each other.
They were also invited to ask questions in a common chat
channel. The questions and answers were thus provided to
both annotators. The time required formanual annotationwas
also recorded by each annotator.

Model Training
Documents were split 80/20% into a training and a test
dataset with a stratification technique so that different PHI
labelswere distributed evenly. This ensures that evenwhen a
PHI type occurs in low numbers, the document containing
the PHI can be used for either training or testing. The division
was also done on a patient-by-patient basis so that a patient’s
documents were part of either the training or the test data-
set. For training, 6,780 pathology reports and 927 progress
notes were used. The other 2,260 pathology reports and 273
progress notes were used for testing.

In total, five different pretrained language models were
fine-tuned on the de-identification datasets. The first model
is amultilingual BERT (mBERT)model that wasfine-tuned on
data from multiple languages, including German and
French.33 The second model is medBERTde34 which was
pretrained on German medical documents and bench-
marked for German Named Entity Recognition (NER) tasks.
The third model is a large German BERT model35,36 (gBERT)
that was fine-tuned on German data, including German
Wikipedia articles and legal data containing German court
decisions. These data were also used to fine-tune the fourth
model, which is a large German ELECTRA model35,37 (gELEC-
TRA). The fifth model is a large XLM-RoBERTa model38 that
was fine-tuned on multilingual and German data.

We selected mBERT, medBERTde, gBERT, gELECTRA, and
XLM-RoBERTa for our de-identification task based on their
state-of-the-art performance on NER tasks, which share
similar challenges with de-identification. ELECTRA’s dis-
criminative pretraining has shown significant improvements
over BERT on NER,39 while XLM-RoBERTa has excelled in
cross-lingual NER scenarios.38 Moreover, given the limited
availability of German-specific pretrained models, we prior-
itized those with strong multilingual capabilities (XLM-
RoBERTa andmBERT) or German-optimized variants (gELEC-
TRA, gBERT). The medBERTde model is the only model that
was specifically pretrained in the medical domain. This

Fig. 1 Percentage distribution of the occurrence of PHI in pathology reports. PHI, Protected Health Information.
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selection aimed to leverage the latest advancements in NER
while ensuring robust performance on German clinical text.

More information about the Training is provided in
►Supplementary Note 2 (available in the online version).
All models were integrated into the de-identification pipe-
line visualized in ►Fig. 3.

As a first step, the dataset has to be preprocessed to
prepare it for further analysis. This involves a first tokeniza-
tion step, which splits the text intowords. We labeled tokens
with the Inside–Outside–Beginning (IOB) tagging scheme
which encodes token position in multitoken PHI segments.
The label of the first token of a PHI segment is prefixed with
“B-” and labels of intermediate tokens are prefixed with “I-.”
Tokens outside of a PHI segment are labeled with “O.”
Thereafter, a final subword-based tokenization step is per-
formed using wordpiece tokenization. With this method,
words are broken down into smaller units called subwords.
It is commonly used in BERT models and involves splitting
words into smaller units to handle out-of-vocabulary
words and improve model performance. More details about

preprocessing steps and used libraries are provided in
►Supplementary Note 3 (available in the online version).

To further optimize the recall of our methods, we create
an ensemble of two de-identification models. One model
classifies the PHI category, which we refer to as the super-
class model, and the other model predicts a combination of
the PHI category and type, which we refer to as the subclass
model. This allows the model to have more training samples
for PHI types that are not common and to learn a different
and more simple relationship between the tokens and PHI
types. Furthermore, since the predictions from both models
are combined, even if the models do not agree, there is a
higher chance of removing information that might be
sensitive.

Whenever the superclass model predicts a PHI category
that contains the PHI type also predicted by the subclass
model, the two models agree and the prediction is consid-
ered to be correct. When the superclass model predicts a PHI
category but the subclass model does not detect a PHI for the
same word, the superclass is used as a PHI type. Whenever

Fig. 2 Percentage distribution of the occurrence of PHI in progress notes. PHI, Protected Health Information.
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the superclass model predicts a PHI category that does not
contain the PHI type that is predicted by the subclass model,
the twomodels do not agree, and the PHI category “Other” is
used to express uncertainty about the PHI type.

After the PHI category and type are predicted by the two
models, the original word in the document is replaced by a
tag to remove PHI. The tag is a concatenation of the PHI
category and type. For example, the name of a patient would
be replaced by a Name_Patient tag.

Evaluation
Weperformed two evaluations. First, we evaluate themodels
on the test dataset of 2,538 semiautomatically annotated
documents. Second, the best-performing model of the first
evaluation is tested on the 100 fully manually annotated
documents. The annotators andmodels are evaluated against
the ground truth coming from the test dataset.

To evaluate the performance of different models and
annotators, we computed the precision (P), recall (R), and
F1-score, defined as P¼ TP/(TPþ FP), R¼ TP/(TPþ FN), and
F1¼2� precision� recall/(precisionþ recall). True positive
(TP) signifies the count of PHI entities that our model
accurately identified as such. False positive (FP) represents
the count of nonsensitive entities mistakenly labeled as PHI
by our model. False negative (FN) corresponds to the count of
sensitive entities (PHI) that our model inaccurately classified
as non-PHI entities. Precision embodies the ratio of predicted

PHI that aligns with the actual ground truth labels. Recall
captures the proportion of actual ground truth PHI that our
model successfully predicted. Since the higher the recall, the
more PHI correctly detected, recall is a very importantmetric
for the de-identification task. The F1-score harmoniously
combines precision and recall, providing a balanced assess-
ment of model performance.

The evaluation of de-identification methods is based on
precision, recall, and F1-score, calculated at the entity level,
which is the conventional assessment technique for NER
systems.40 In this entity-level approach, the predicted PHI
locations and types must align perfectly, which is also called
strict evaluation. Thatmeans that if the PHI type and location
do not alignwith the ground truth, it is considered amistake.
For a better presentation of the results, these metrics are
macro averaged over PHI categories or shown for each PHI
category separately. Since PHI that occurs less frequently is
generally more difficult to detect, the frequency of each PHI
category in the ground truth and predictions is also shown.

To determine the agreement between annotators, Krip-
pendorff’s α coefficient41 was calculated. It is defined as
α¼1� (Do / De) where Do is the observed disagreement and
De is the disagreement expected by chance. As Hripcsak and
Rothschild42 pointed out, both Cohen’s κ and Krippendorff’s
α may not be the most suitable metrics for assessing inter-
annotator agreement in named entity annotation tasks. This
is because the frequent occurrence of true negatives can

Fig. 3 Overview of main steps of the de-identification pipeline. First, the dataset is preprocessed using tokenization, IOB-Tagging, and
wordpiece tokenization. After that, the superclass and subclass models predict PHI types for each of these tokens. The final decision if a PHI was
detected and of which type depends on the annotations of the superclass and subclass model. In the final step, the PHI annotations are replaced
with tags that represent the PHI category concatenated by the PHI type. For example, the initial name and birthdate were replaced with the tags
Name_Patient and Date_Birthdate. IOB, Inside–Outside–Beginning; PHI, protected health information.
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inflate the agreement score. For this reason, an F1-score was
also computed to show an alternative, uninflated annotator
agreement metric.

Since the evaluation result tables can be quite large and
contain a lot of information, only a summary of the most
important results is shown. For more detailed information
about the evaluation results, ►Supplementary Tables S2 to
S17 (available in the online version) are provided.

Results

To evaluate the performance of NLPmodels, the results of the
de-identification test dataset are shown. The results of the
mBERT, medBERTde, gBERT, gELECTRA, and XLM-RoBERTa
models for every PHI category are shown in ►Table 4.

Overall, the gELECTRA model shows better results than
the mBERT, medBERTde, gBERT, and XLM-RoBERTa models
with a macro average F1-score of 0.95. The gELECTRA model
shows the highest F1-score for the category Profession. The
mBERT, medBERTde and gBERTmodels have a slightly higher
F1-score for the category Age. More detailed evaluation

results of the models are provided in ►Supplementary

Tables S2 to S6 (available in the online version).
To further compare the results of the de-identification

model with those of human annotations, the results of this
manual annotation run are presented. In ►Table 5, the
frequency of predictions and F1-score of the 100 document
samples manually annotated by two members of the Anno-
tation Laboratory are shown. The agreement or disagree-
ment between the annotators is presented in ►Table 6.

In total, the annotators needed 12hours and 52minutes
and 11hours and 46minutes, respectively, for the manual
checks. On average, the annotators needed approximately
7minutes and 43 seconds and 7minutes and 4 seconds for
one document, respectively.

To compare the results of the human annotators to the de-
identification model, the results of the gELECTRA model on
the sample of 100 documents are presented in ►Table 7.

The de-identification model performs better overall with
an average F1-score of 0.95. More importantly, the recall for
each PHI category remains consistently high, with the Date
category having the lowest recall of 0.93.

Table 5 Performance of human annotators on 100 sample documents

Frequency predictions F1-score

PHI category Frequency ground truth Annotator 1 Annotator 2 Annotator 1 Annotator 2

Age 62 62 56 0.95 0.95

Contact 195 194 194 0.99 0.99

Date 2,614 2,505 2,518 0.96 0.97

ID 392 404 411 0.89 0.90

Location 780 803 842 0.81 0.78

Name 777 760 760 0.95 0.93

Profession 32 34 30 0.97 0.97

Total 4,852 4,762 4,806 0.93 0.93

Abbreviation: PHI, protected health information.
Note: The F1-scores in the Total row were calculated by macro averaging the F1-score over each PHI category.

Table 4 Protected health information category performance of mBERT, medBERTde, gBERT, gELECTRA, and XLM-RoBERTa models

F1-score

PHI category mBERT medBERTde gBERT gELECTRA XLM-RoBERTa

Age 0.91 0.91 0.91 0.90 0.90

Contact 1.00 1.00 1.00 1.00 0.97

Date 0.91 0.91 0.91 0.91 0.94

ID 0.98 0.98 0.98 0.98 0.97

Location 0.99 0.99 0.99 0.99 0.99

Name 0.99 0.98 0.98 0.99 0.98

Profession 0.83 0.80 0.83 0.86 0.79

Macro average 0.94 0.94 0.94 0.95 0.93

Abbreviations: gBERT, German BERT model; gELECTRA, German ELECTRA model; mBERT, multilingual BERT; PHI, protected health information.
The mBERT, medBERTde, and gBERT models exhibit comparable performance to the gELECTRA model. The XLM-RoBERTa model performs slightly
worse, mainly due to the performance in the Profession category.
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Discussion

The results show that a fine-tuned de-identification model
can achieve human or even superhuman performances.
While annotators are cost-intensive and induction also takes
time and money, a de-identification model can perform
annotations in a short time and with high-quality perfor-
mance. Since clinical language differs from everyday lan-
guage, fine-tuning models on datasets from the hospital is
essential to build a clinical de-identification languagemodel.

On a sample of 100 documents from the test dataset, the
fine-tuned gELECTRAmodel achieved, on average, better PHI
category F1-scores than two experienced annotators. How-
ever, some PHI categories were detected better by human
annotators. For example, human annotators achieved a
higher F1-score on the categories Age and Date. Still, the
performance of the annotators is highly dependent on expe-
rience and attention. While fine-tuning an NLP model on
clinical datasets can initially take some time for preprocess-
ing and training, it later can save time by automatingmanual
and repetitive tasks.

The evaluation between models also showed that the
performance of these models differs after fine-tuning, al-
though not greatly. Chan et al, the creators of the gBERT and
gELECTRA models, have shown in their publication,35 that
pretraining on a diverse set of German documents and using
large model sizes can improve performance on NER tasks.
According to this study, masked languagemodeling, which is
the pretraining strategy of BERT and XLM-RoBERTa models,
has the limitation that the model only learns from the
masked-out tokens which typically only make up approxi-
mately 15% of the input tokens. Replaced token detection on
the other hand, which is the pretraining task of ELECTRA
models, addresses this problem by replacing tokens with

synthetically generated substitutes. Therefore, the gELECTRA
model can achieve superior performance in downstream
tasks. The results of this study support these findings, as
the gELECTRAmodel achieved better results than themBERT,
medbERTde, gBERT, and XLM-RoBERTa models.

The release of OpenAI’s GPT-443 onMarch 14, 2023,marks
a major leap forward in large languagemodels (LLMs). While
encoder-based models like BERT offer high accuracy in NER
tasks, they often require further fine-tuning on specific data.
GPT-4, on the other hand, can be used without major
implementation effort in themedical domain.44–46However,
real-world use of GPT-4 or other commercial LLMs for clinical
note de-identification raises privacy concerns. Therefore, the
need for in-house de-identification models prior to their use
in proprietary models can only be emphasized.

A direct comparison with state-of-the-art de-identifica-
tion models developed by other institutions is not feasible
since there are no publicly available annotated clinical de-
identification datasets for the German language. Also, there
is no standardized PHI list in the EU that can be used to easily
compare de-identification results with other studies. How-
ever, the results of this study are in-line with other publica-
tions that evaluated de-identification pipelines on German
clinical notes. Richter-Pechanski et al23 achieved a macro
average F2-score of 0.95 over eight different PHI types.
Kolditz et al19 achieved a macro average F1-score of 0.97
over 13 PHI types. Since de-identification models, especially
in a hospital setting with German clinical language, are
usually trained on only hundreds or thousands of docu-
ments, this study achieved competitive results by using
over 10,000 documents and incorporating a total of 24 PHI
types.

The PHI categories and types identified in this study show
similarities to the PHI list employed by Kolditz et al.19

Table 6 Inter-annotator agreement between annotators

Coefficient/score Age Contact Date ID Location Name Profession Macro average

Krippen–Dorff’s α 0.84 0.98 0.97 0.90 0.95 0.95 0.90 0.93

F1-score 0.96 1.00 0.98 0.90 0.90 0.94 0.94 0.95

Table 7 Performance of gELECTRA model on 100 sample documents

PHI category Frequency ground truth Frequency predictions Recall Precision F1-score

Age 62 72 0.98 0.85 0.91

Contact 195 195 1.00 1.00 1.00

Date 2,614 2,600 0.93 0.93 0.93

ID 392 411 0.94 0.88 0.90

Location 780 842 0.96 0.95 0.96

Name 777 760 0.94 0.94 0.94

Profession 32 30 1.00 0.97 0,99

Total 4,852 4,806 0.96 0.93 0.95

Abbreviation: PHI, protected health information.
The recall, precision, and F1-score in the Total row were calculated by macro averaging the corresponding score over each PHI category.
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Nevertheless, there are differences between the two. For
instance, the category Profession was introduced in this
study’s list. Moreover, some PHI types have been given
different names. However, the matches in the PHI list
show that the included PHI in the documents do share
many similarities with PHI from other clinical document
sources.

Future research projects at the investigating site can
benefit greatly from the developed de-identification pipe-
line. Data can be de-identified in a short time and with low
manual effort. The pipeline provides a solid foundation for
subsequent de-identification endeavors and can be further
fine-tuned to more text data with different document types.
However, it is not feasible to publish data or models because
of privacy considerations for both patients and physicians.

As a byproduct, annotation guidelines were created,
offering a foundation for other hospitals to utilize. However,
as these guidelines were tailored to the documents utilized
in this study, they may require further customization to
accommodate different document types. Additional evalua-
tions are essential to determine whether these guidelines
meet the requirements of other hospitals.

This study’s limitations encompass the modest 100-docu-
ment sample size used for comparison with human annota-
tors. Expanding to large-scale manual annotation could yield
deeper insights into model performance, but would also
necessitate greater human effort and increased costs. Also it
has to be noted that a comparison between the results of this
study with published studies is difficult due to the difference
between the document structures, annotation types, and
evaluation methods. Further assessment across different clin-
ical sites and document types could validate the pipeline’s
broader applicability. Evaluation of external, publicly available
datasets would enhance reproducibility and relevance within
the research community. Regarding the model training, tech-
niques like cross-validation provide more robust results and
would reduce the effect of overfitting.

Nonetheless, this model has laid the groundwork for de-
identifying clinical notes at the research site and has dem-
onstrated promising results with the available datasets.

Conclusion

We trained and evaluated an ensemble of two transformer
models to detect sensitive information in German real-world
pathology reports and progress notes. By defining an anno-
tation scheme tailored to the documents of the investigating
hospital and creating annotation guidelines for staff training,
a further experimental study was conducted to compare the
models with humans. These results showed that the best-
performing model achieved better overall results than two
experienced annotators who manually labeled 100 clinical
documents.

Clinical Relevance Statement

With the advent of commercially available LLMs, the de-
identification of clinical documents is a crucial step in

protecting the privacy of patients and physicians. By using
real-world hospital routine data, this study provides insights
into the quality andmachine readability of these documents.

Multiple-Choice Questions

1. What is considered a PHI in this study?
a. Mention of a disease
b. Last name of a practitioner
c. Laboratory values of a patient
d. Results of a CT procedure

Correct Answer: The correct answer is option b. The last
name of a practitioner is a directly identifying informa-
tion and has to be removed to ensure data privacy. All
other elements cannot be directly used to identify an
individual person.

2. On average, how long did it take the human annotators
involved in this study to manually annotate PHI in one
document?
a. 10minutes
b. 13minutes
c. 4minutes
d. 7minutes

Correct Answer: The correct answer is option d. It took
approximately 7minutes and 43 seconds to annotate PHI
in one document. The annotators manually marked PHI in
the documents and the results were then compared with
the results of the fine-tuned de-identification model.

3. Which statements are true according to the results of this
study?
a. Human annotators can be easily replaced by themodel.
b. In a sample of 100 documents, the human annotators

achieved better results on average than the model.
c. The model is able to de-identify with 50% more accu-

racy than humans.
d. In a sample of 100 documents, the human annotators

achieved better results on average than the model.

Correct Answer: The correct answer is option d. We let
annotators with medical experience identify sensitive
information in 100 documents manually. The model
also predicted PHI for the same 100 documents and the
results were then compared against the ground truth. The
model achieved better results overall, with an F1 macro
average of 0.95 compared with 0.93.

Protection of Human and Animal Subjects
The study was approved by Institutional Review Boards.

Data Availability
The data that support the findings of this study are not
openly available due to reasons of sensitivity and are
available from the corresponding author upon reasonable
request. The trained models created as part of this study
are also not publicly accessible for reasons of data protec-
tion. The underlying code for this study is publicly
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