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AI in Medicine - Dream 
versus Reality 

Much has been promised about AI 
applications in Medicine. Twenty years 
ago, when the first generation expert 
systems began to appear, expectations 
were very high. The belief was that by 
the 1990s knowledge-based systems 
(KBSs) would be largely in use. With 
very few exceptions, KBSs are still an 
academic issue, only in use where they 
had been created. Many factors con­
tribute to this, such as: lack of integra­
tion, absence of international standards 
for know ledge representation, and dif­
ficulties in learning from experience 
on conventional KBSs. These issues 
have already been addressed by sev­
eral authors [1,2,3]. 

Information Explosion 

As the amount of data stored in 
electronic media increases, so does 
the necessity to organize and to re­
trieve data in a multidimensional ap­
proach. The Internet is a good ex­
ample of that information explosion. 
Today, there are almost 100 million 
computers hooked to the net, offering 
different types of services. Anyone 
who has ever used Internet knows how 
exciting this can be and also how dif­
ficult it is to find information that is 
already there. Conventional database 
application developers are also dis­
cussing this issue. Multidimensional 
queries, business rules, OLAP, data 
mining and data warehousing applica-
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tions are creating a new paradigm on 
how to interpret, retrieve and analyze 
data stored in databases. The first com­
mercial applications are already avail­
able, offering users sophisticated tools 
to support better decisions. These are 
knowledge-dependent applications. In 
the relational data-base world they rep­
resent a natural evolution of the FAQs 
(frequent asked queries) concept. 
While conventional queries could only 
show data in two dimensions, these 
applications are able to gather and 
show data in multidimensional views, 
offering the user different scenarios to 
better illustrate existing data relation­
ships. 

Integration with already existing 
applications is, therefore, crucial. for 
the flourishing of decision-support 
tools. This is, of course, easily done in 
domains with less complexity than 
medicine, where knowledge is based 
on few and well determined concepts. 

The Medical Workstation Dream 

Ideally, medical decision-support 
tools should be embedded in the medi­
cal workstation environment. They 
should be transparent, supporting the 
daily medical activities in patient care, 
research and education. The remind­
ers and alerts should be there at the 
right moment with all the necessary 
information and links to other infor­
mation sources in the network. There 
is still some place for the consulting 
tools, but this should also be inte­
grated with the electronic patient 

record. Furthermore, these decision­
support tools should be able to learn 
from experience, adapt to the environ­
ment and discover new data associa­
tions, presenting them in a meaningful 
context. 

To achieve this dream, many AI 
methOdologies must be considered, 
such as: natural-language processing, 
neural networks, case-based reasoning 
and hybrid systems. These method­
ologies should, however, be consid­
ered as software components to be 
integrated in the already existing in­
house systems. The five papers se­
lected for knowledge processing chap­
ter in this Yearbook, address different 
scenarios for these methodologies. 

Natural-Language 
Processing 

Considering that a great amount of 
data from the patient record is still free 
text, tools to interpret and formalize 
these narrative reports are essential. 
The paper by Hripsack et al. [ 4] de­
scribes an interesting approach where 
a general purpose natural-language 
processor is used to encode data from 
chest radiographs reports. These coded 
data are then fed automatically to a 
decision-support tool that aims at 
evaluating the efficiency and accu­
racy of the coded data generated by the 
natural-language processor. Besides 
the natural-language processor, the 
decision-support tool was also evalu­
ated, revealing a performance similar 
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to that of physicians. The paper by 
Smart and Roux [5] also describes a 
knowledge-based tool for automati­
callyextractingknowledgefrommedi­
cal reports written in natural-language. 
Here, instead of using a general-pur- . 
pose language processor, a specific 
tool was created that extends the clas­
sical concepts of conceptual graphs 
operations, allowing for graph ma­
nipulation and unification. The results 
are also promising. 

Case-based Reasoning 

Case-based reasoning (CBR) is a 
new branch of symbolic AI, based on 
the theoretical model of the Dynamic 
Memory [6]. The main assumptions 
behind CBR are: it uses stored experi­
ence from solved cases to solve new 
ones; it is able to interpret and under­
stand new cases, based on previous 
ones; through adaptation, CBR sys­
tems are able to compensate for the 
differences between the new and the 
old situations. This is an extremely 
interesting methodology for medicine. 
In fact, CBR is well suited to dealing 
with fuzzy and complex domains. 
There are already some isolated medi­
cal applications using CBR. The most 
difficult part in building CBR systems 
is the definition of the dimensions that 
describe the case. Based on these di­
mensions, complex index structures 
are created, allowing for case retrieval 
and adaptation. The paper by Evans 
[7] describes a CBR application to 
diagnose dysmorphic syndromes. 

Knowledge Acquisition 
Knowledge acquisition is identified 

as the bottleneck phase in the develop­
ment of conventional KBS. There is 
no cook-book recipe on how to ac­
quire knowledge from experts and 
translate it into rigid computational 
formalisms. The paper from Lanzola, 
Quaglini and Stefanelli [8] addresses 
this issue, based on an epistemolog­
ical model of medical reasoning and a 
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computational model which represents 
the implementation details to perform 
a task described by the expert. The 
main challenge was to create an infra­
structure that allowed for multiple in­
telligent agents to interact when solv­
ing problems. 

The Connectionist Approach 

Since knowledge acquisition is such 
a complicated and time-consuming 
task, automatic methods of know ledge 
discovery and learning are mandatory 
for KBS development. Some of these 
methods use symbolic algorithms of 
machine learning. However, the 
connectionist approach is being largely 
used with success in many domains, 
either isolated or integrated with con­
ventional systems. The paper from 
Dorffner and Porenta [9] presents an _ 
extensive comparison between sev­
eral feedforward neural network types 
in the context of a clinical diagnostic 
task. The main challenge when using a 
neural-network approach is to choose 
the neural network architecture and 
determine which evidence should be 
given to the model. 

One recent and promising approach 
is to use hybrid systems. "Hybrid 
Connectionist Expert Systems" have 
been proposed to solve well-known 
problems in conventional expert sys­
tems. Classical expert systems pro­
vide an adequate methodology to rep­
resent knowledge and to explain the 
conclusions reached; however, learn­
ing and knowledge acquisition still 
remain a problem. On the other side, 
connectionist systems attract increas­
ing interest for their inherent learning 
and pattern recognition capabilities. 
Hybrid connectionist expert systems 
were, therefore, proposed, integrating 
symbolic and connectionist paradigms, 
both supporting each other. The sym­
bolic paradigm increases the seman­
tics of the stored knowledge, simplify­
ing its manipulation and comprehen­
sion. The connectionist paradigm, on 

the other hand, offers the necessary 
resources for knowledge acquisition 
and refinement [10]. Hybrid systems 
offer several advantages and show 
impressive performance in several 
domains, including Medicine [11]. 

Distributing and Integrating 
Knowledge 

All five papers present [4,5,7-9] 
interesting solutions to build decision­
support tools for different medical 
contexts. All of them reflect a major 
research effort with sophisticated man­
power and computational infrastruc­
ture behind them. All of them have 
embedded medical knowledge, either 
automatically extracted from free text, 
encoded in weight connections in neu­
ral networks, described in cases, or 
extracted directly from the expert. 
Which are the available methodolo­
gies and standards that could allow for 
the sharing of these KBS or part of 
them? The idea of having a software 
warehouse of components and ser­
vices that could be shared in a distrib­
uted environment is fascinating. The 
CORBA standard from the Object 
Management Group (OMG) [12] of­
fers the necessary infrastructure to 
achieve such interoperability. This 
paradigm is based on a distributed 
object environment with services and 
brokers to handle integration with dif­
ferent and heterogeneous applications. 
If this architecture is used to develop 
decision-support tools for medicine, 
integration with the EPR could be 
achieved. In fact, this has already been 
considered by the new Domain Task 
Force of the OMG, called CORBAm­
ed, with the goal to achieve 
interoperability in health care. 

The Arden syntax is a known avail­
able standard to write medical rules 
that allow knowledge sharing with dif­
ferent applications and institutions. 
MLM modules could easily receive an 
IDL layer (Interface definition lan­
guage) and enter the CORBA world. 
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Also, knowledge that is now encoded 
in languages such as LISP and Prolog 
could have an IDL description, allow­
ing for its integration with other appli­
cations. 

Apart from the complexity of repre­
senting medical knowledge and adapt­
ing it to each local context, one must 
not forget that this effort has to go in 
parallel with interoperability features. 
The CORBA standard is an up-to-date 
methodology that allows this integra­
tion. If developers of medical deci­
sion-support tools also consider this 
issue while designing their systems, it 
will not take long to have a library of 
medical objects that could be shared 
worldwide. Each object would be an 
intelligent agent with a proper inter­
face to communicate with others, en­
capsulating the details of its imple­
mentation. Software development is 
becoming an exercise of higher ab­
straction that demands knowledge and, 
above all, has to incorporate adequate 
interfaces to communicate with oth­
ers. A distributed scenario with intelli­
gent agents seems to be the obvious 
direction to go. In this scenario, the 
challenge is to build proper interfaces 
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to communicate with other agents. 
Standards are, again, the hot issue, not 
only to represent medical knowledge, 
but to communicate what is being done 
with this knowledge. For the medical 
informatics community there is a long 
way to go. The future of useful deci­
sion-support tools depends on our abil­
ity to develop applications that may 
participate in this new scenario of dis­
tribution and interoperability. 
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