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Abstract Objective The aim of this study was to compare the performance of four publicly
available large language models (LLMs)—GPT-4o, GPT-4, Gemini, and Claude Opus—in
translating radiology reports into simple Hindi.
Materials and Methods In this retrospective study, 100 computed tomography (CT)
scan report impressions were gathered from a tertiary care cancer center. Reference
translations of these impressions into simple Hindi were done by a bilingual radiology
staff in consultation with a radiologist. Two distinct prompts were used to assess the
LLMs’ ability to translate these report impressions into simple Hindi. Translated
reports were assessed by a radiologist for instances of misinterpretation, omission,
and addition of fictitious information. Translation quality was assessed using Bilingual
Evaluation Understudy (BLEU), Metric for Evaluation of Translation with Explicit
ORdering (METEOR), Translation Edit Rate (TER), and character F-score (CHRF) scores.
Statistical analyses were performed to compare the LLM performance across
prompts.
Results Nine instances of misinterpretation and two instances of omission of
information were found on radiologist evaluation of the total 800 LLM-generated
translated report impressions. For prompt 1, Gemini outperformed others in BLEU
(p<0.001) and METEOR scores (p¼0.001), and was superior to GPT-4o and GPT-4 in
TER and CHRF (p<0.001), but comparable to Claude (p¼0.501 for TER and p¼ 0.90 for
CHRF). For prompt 2, GPT-4o outperformed all others (p<0.001) in all metrics. Prompt
2 yielded better BLEU, METEOR, and CHRF scores (p< 0.001), while prompt 1 had a
better TER score (p<0.001).
Conclusion While each LLM’s effectiveness varied with prompt wording, all models
demonstrated potential in translating and simplifying radiology report impressions.
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Introduction

Radiology reports are integral to medical decision-making,
providing crucial information for diagnosis, treatment plan-
ning, and monitoring disease progression of the patient.
Conventionally, these reports were tailored for use only by
radiologists and referring providers. However, with the
advent of telemedicine and patient portals, access to elec-
tronic health records has significantly expanded, altering
patients’ exposure to these medical data.1 Radiology reports
are often laden with complex jargon that can be difficult for
patients to understand, undermining patient-centered care.
Such lack of understanding can increase patient anxiety,
misunderstandings, and emotional distress, particularly
due to abnormal findings.2 However, in a world with ever-
increasing pressure on radiology departments across the
world, it is unreasonable and impractical to expect radiol-
ogists to be able to effect such communicationwith patients,
in the existing workflow routine.

Leveraging the large language models (LLMs) to translate
radiology reports into simpler,more accessible languageholds
significant potential for enhancingpatientcomprehensionand
engagement. Based on natural language processing, such
models generate human-like text in response to prompts fed
in by the user.3 By translating complex radiological findings
into vernacular languages, LLMs can help bridge the language
and literacy gap, ensuring that patients from diverse back-
grounds have access to understandable health information.
This is particularly vital in multilingual countries, like India,
where patient literacy and language proficiency vary widely.
This strategy supports the global trend of empowering
patients in their health care choices, acknowledging that
well-informed patients are more likely to actively participate
in their treatment processes.4 These models have previously
been used to facilitate the simplification and translation of
medical information for patient comprehension.5–8 However,
to the best of our knowledge, a comparative analysis of these
LLMs to translate radiology report impressions intovernacular
Hindi has not been explored.

Thus, the purpose of this study was to assess and compare
the effectiveness of four publicly available LLMs in translating
complex radiology reports into simple Hindi using different
prompts.

Materials and Methods

This retrospective study was approved by the institutional
review board (Institute Ethics Committee All India Institute
of Medical Sciences, New Delhi; meeting dated August 22,
2023). The need for patient consent was waived off by the
ethics committee, owing to the use of anonymized radiology
reports in the study and noninterference with the routine
radiologyworkflow. Also, none of the LLM-generated reports
obtained in this study were given to any of the patients or
used in clinical practice.

Computed tomography (CT) scan reports for 100 consecu-
tive oncology patients performed at our tertiary care cancer
center between January 1 and 10, 2024, were retrieved from

the radiology information system (RIS) ofour department. The
reports consisted of scans with diverse primary cancers and
findings. To keep the information in the reports succinct and
avoid less relevant findings, we used only the impression
sections of the reports in this study, which routinely include
all the important information about the patient’s tumor
including size and extent of themass, metastatic involvement,
and comparison with previous available imaging.

These 100 report impressions were then translated into
simple vernacular Hindi by a bilingual (proficient in Hindi and
English) radiology technical staff (3 years of experience in
radiology-related research), in consultation with a radiologist
(10 years of experience in radiology). The generated manual
translations were considered as the reference for assessing
LLM outputs. Four LLMs—GPT-4o (https://www.openai.-
com/gpt-4o), GPT-4 (https://www.openai.com/gpt-4), Google
Gemini (https://www.google.com/gemini), and Claude Opus
(https://www.anthropic.com/claude-opus)—were tested in this
study. All the four LLMs were provided with two prompts:
prompt 1 was “Translate this radiology report into simple
Hindi” and prompt 2 was “Translate this radiology report into
simple vernacular Hindi explainable to a 15-year-old.” Each
prompt was followed by the original report impression and
queried once for each LLM.

The primary outcome for the study was the quality of
translations by the LLMs. For this, the LLM outputs using the
two prompts underwent a dual mode of assessment. First, a
thorough evaluation of the translated report impressions
was conducted by a certified radiologist (8 years of experi-
ence in body imaging), specifically for instances of misinter-
pretation of information, omission of information, and
addition of new findings absent in the original report (hal-
lucinations) by the LLM.

Second, the translated report impressions were assessed
by four translation quality metrics: Bilingual Evaluation
Understudy (BLEU) score, Metric for Evaluation of Transla-
tionwith Explicit ORdering (METEOR) score, Translation Edit
Rate (TER), and Character F-score (CHRF).9–12 These metrics
were computed using Python 3.0 scripts. Each metric pro-
vides unique insights into translation quality:

• BLEU scoremeasures the closeness ofmachine translation
to a reference translation based on phrase matches, and a
higher score indicates more similarity to the reference,
implying better translation quality.

• METEOR score evaluates translation accuracy by aligning
words based on their meaning and structure. Higher
scores suggest better understanding and translation of
content.

• TER quantifies the editing effort required to change a
machine translation into the reference translation. Lower
scores indicate fewer edits needed, reflecting higher
translation accuracy.

• CHRF focuses on the overlap of character n-grams be-
tween the translation and the reference. Higher scores
demonstrate better fidelity to the reference text.

Statistical analysis was performed including the descrip-
tive statistics (mean, standard deviation) for each score to
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summarize the translation quality across all LLMs and
prompts. Appropriate statistical tests were used to compare
the performance across the different LLMs for eachprompt as
well as for each LLM across the two prompts. The study
workflow is summarized in ►Fig. 1.

Results

Radiologist’s Evaluation of the LLM-Generated
Translations
In the total of 800 translated report impressions (400 for each
of the two prompts), there were a total of 9 instances of
misinterpretation of the information by the LLMs (1 by GPT-
4o, 3 byGPT-4, 3 by Gemini, and 2 for Claude). Examples of the
misinterpreted terms and abbreviations include: “adnexae”
(interpreted as nearby abdominal structures), “cervical” (re-
ferring to cervix, misinterpreted as neck), “OGS” (for osteo-

genic sarcoma, misinterpreted as ovarian sarcoma), “FLR” (for
functional liver remnant, misinterpreted as fatty liver ratio),
and “BOT” (for base of tongue, misinterpreted as broad liga-
ment). There were two other instances of omission of infor-
mation from the translated impression, which was present in
the original report impression (1 by GPT-4o and 1 by Gemini):
omission of “small” size of a hydronephrotic kidney and
presence of “pleural effusion” along with metastatic pleural
deposits.All theobservedmistakes in theLLMoutputswere for
prompt 2. The analysis of prompt 1 outputs did not reveal any
instances ofmistakes. Also, therewere no instances of halluci-
nations (addition of fictitious information by the LLMs) in the
translated report impressions.

Quantitative Translation Quality Metrics
The mean word counts and the translation quality scores for
the LLM-generated translations are detailed in ►Table 1.

Fig. 1 Study workflow. LLMs, large language models.

Table 1 Mean word counts and translation quality metrics calculated for the tested large language models (LLMs) across prompts

Source Prompt Mean word count Mean BLEU score Mean METEOR score Mean TER score Mean CHRF
score

Reference 57.86 – – – –

GPT-4o Prompt 1 51.98 0.098 0.297 0.821 36.353

Prompt 2 70.33 0.281 0.547 0.804 54.443

GPT-4 Prompt 1 52.20 0.092 0.295 0.837 37.391

Prompt 2 75.60 0.124 0.41 1.055 44.521

Gemini Prompt 1 72.20 0.147 0.421 0.934 45.017

Prompt 2 70.92 0.182 0.456 0.916 47.168

Claude Prompt 1 64.48 0.070 0.286 1.003 34.992

Prompt 2 90.22 0.127 0.444 1.173 46.511

Abbreviations: BLEU, Bilingual Evaluation Understudy; METEOR, Metric for Evaluation of Translation with Explicit Ordering; TER, Translation Edit Rate;
CHRF, character F-score.
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Comparison of the Four LLMs
Preliminary tests for normality and homogeneity of variance
assumptions for the BLEU, METEOR, TER, and CHRF scores
across the four LLMs indicated that most distributions were
non-normal and variances were not homogeneous (p<0.05).
Consequently, nonparametricmethods (Friedman’s test)were
used for comparing the models’ performance. The Friedman
test revealed significant differences in the performance of the
four LLMs for both prompts across all metrics (BLEU, METEOR,
TER, and CHRF) with p-values less than 0.05. Further explora-
tion through post hoc analysis using theNemenyi test allowed
for detailed pairwise comparisons among the LLMs:

For Prompt 1

• BLEU scores: Gemini demonstrated significantly better
performance compared with the other LLMs (p<0.001).
GPT-4 and GPT-4o showed similar performance to each
other with no significant difference (p¼0.9).

• METEOR scores: Similar to the BLEU scores, Gemini out-
performed all other models significantly (p¼0.001).

However, there were no significant differences between
GPT-4o and Claude (p¼0.9), nor between GPT-4o and
GPT-4 (p¼0.855).

• TER scores: GPT-4 showed improved performance com-
pared with GPT-4o and Claude (p¼0.005 and 0.001,
respectively), while Gemini still had significantly better
metrics compared with GPT-4o and GPT-4 (p¼0.001).
However, the comparison between Gemini and Claude
(p¼0.501) was not statistically significant.

• CHRF scores: Gemini maintained a superior performance
(p¼0.001) when compared with the other LLMs
(p<0.001). Claude, GPT-4, and GPT-4owere again similar
in their performance metrics.

The overall trend for prompt 1 indicates that Gemini consis-
tently outperformed the other models across all metrics.
GPT-4 and GPT-4o show similar levels of performance,
typically less effective than Gemini but more competitive
with each other. The heat maps comparing the performance
of the four LLMs using prompt 1 for each of the translation
metrics are shown in ►Fig. 2.

Fig. 2 Heat maps showing p-values for comparison of various translation quality metrics among the four large language models (LLMs) for
prompt 1: (A) Bilingual Evaluation Understudy (BLEU) scores, (B) Metric for Evaluation of Translation with Explicit Ordering (METEOR) scores,
(C) Translation Edit Rate (TER) scores, and (D) character F-score (CHRF) scores.
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For Prompt 2

• BLEU scores: GPT-4o significantly outperformed GPT-4,
Gemini, and Claude (p¼0.001). GPT-4 and Gemini
showed somewhat competitive results (p¼0.043), with
Gemini also having significantly better scores than Claude
(p¼0.010). GPT-4 and Claude exhibited similar perform-
ances (p¼0.900).

• METEOR scores: GPT-4o again showed superior perfor-
mance, significantly outperforming GPT-4, Gemini, and
Claude (p¼0.001, 0.005, and 0.001, respectively). GPT-4
and Claude had less distinct differences from each other
(p¼0.086), while Gemini and Claude showed no signifi-
cant differences (p¼0.855).

• TER scores: GPT-4o demonstrated a superior performance
with the lowest TER score significantly outperforming
GPT-4 (p¼0.001) and Claude (p¼0.001), and performing
comparably to Gemini (p¼0.370). Gemini also performed
significantly better than both GPT-4 (p¼0.001) and
Claude (p¼0.001).

• CHRF scores: GPT-4o, with the highest mean CHRF score,
demonstrated statistically significant superior perfor-

mance compared with all other models (p<0.05). Gemini
and Claude exhibited comparable performance, with no
statistically significant difference (p¼0.90). While GPT-
4’s performance was statistically inferior to GPT-4o
(p¼0.001), it did not significantly differ from Gemini
and Claude.

Across the four evaluated metrics, GPT-4o consistently
showed a superior performance for prompt 2. GPT-4, Gemini,
and Claude demonstrate varied performance across the
metrics, with Gemini generally performing better than
GPT-4 but similarly to Claude in some metrics. The heat
maps comparing the performance of the four LLMs using
prompt 2 for each of the translation metrics are shown
in ►Fig. 3.

Prompt 1 versus Prompt 2
Examples of translated outputs in Hindi across prompts for
different LLMs are shown in ►Table 2. The results from the
Wilcoxon signed-rank test comparing the translation met-
rics for the two prompts combining the responses from all
four LLMs revealed highly significant differences in all

Fig. 3 Heat maps showing p-values for comparison of various translation quality metrics among the four large language models (LLMs) for
prompt 2: (A) Bilingual Evaluation Understudy (BLEU) scores, (B) Metric for Evaluation of Translation with Explicit Ordering (METEOR) scores, (C)
Translation Edit Rate (TER) scores, and (D) character F-score (CHRF) scores.

Indian Journal of Radiology and Imaging © 2024. Indian Radiological Association. All rights reserved.

Hindi Translation of Radiology Reports Using Language Models Gupta et al.



Table 2 Examples of translated outputs in Hindi across prompts and large language models (LLMs)
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evaluation metrics, with prompt 2 faring significantly better
in terms of BLEU,METEOR, and CHRF scores,whereas prompt
1 had significantly better TER scores (p<0.001 for all
comparisons).

A comparison of the responses to the two prompts was
also done for each LLM. For BLEU scores, prompt 2 signifi-
cantly outperformed prompt 1 across all models (p<0.001).
The METEOR scores showed a similar trend, with prompt 2
performing better for all LLMs (p¼0.049 for Gemini and
<0.001 for other LLMs). The TER scores revealed mixed
results. Prompt 2 showed better but not significantly differ-
ent TER scores than prompt 1 for GPT-4o (p¼0.27) and
Gemini (p¼0.085). However, for GPT-4 and Claude
(p<0.001), the TER scores were significantly better for
prompt 1 than for prompt 2. The CHRF scores consistently
favored prompt 2, with significant p-values across all models
(<0.001).

The box plot graphs displaying the different translation
metrics across the four LLMs using the two prompts as well
as the scores combined for all LLMs for each prompt are
shown in ►Fig. 4.

Discussion

In this study, we showed that various LLMs—GPT-4o, GPT-4,
Google Gemini, and Claude Opus—can all translate the
radiology report impressions toHindi. However, our findings

elucidate significant differences in the performance among
these LLMs, as well as according to the specific prompt
wording. Notably, Gemini performed comparatively better
than other models when the LLMs were provided with a
straightforward prompt to translate the reports to Hindi
(prompt 1). GPT-4o significantly outperformed the other
LLMs when the prompt provided more context, such as
requesting translation to simple Hindi explainable to a 15-
year-old (prompt 2). The study also brings forth instances of
misinterpretation and omission of information in the LLM-
generated translated report impressions, signifying the need
for expert supervision.

The observed differences in translationmetrics across the
different LLMs could be attributed to several factors, includ-
ing variations in training data and preprocessing techniques
as well as fundamental differences in LLM architectures and
algorithms, that may affect how well the LLMs manage and
translate the medical jargon and abbreviations typical in
radiology reports.13,14 Among the myriad of potential
prompts available for testing, we used these two prompts
to understand how including context in the prompt can
impact translation quality. Previous studies have investigat-
ed the effect of specific prompt wording and context on the
output of LLMs for simplifying radiology reports using vari-
ous qualitative and quantitative measures.6,7,15 These stud-
ies have reported better performance of GPT models using
the prompts where additional context was provided. These

Fig. 4 Box plot graphs showing the various translation quality metrics for each large language model (LLM) as well as combined outputs for
prompt 1 and prompt 2: (A) Bilingual Evaluation Understudy (BLEU) scores, (B) Metric for Evaluation of Translation with Explicit Ordering
(METEOR) scores, (C) Translation Edit Rate (TER) scores, and (D) character F-score (CHRF) scores.
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results align with our findings in this study, wherein the
prompt with additional context (translation meant for a 15-
year-old, prompt 2) performed significantly better than a
plain simple prompt asking for Hindi translation (prompt 1),
in the majority of the performance metrics. The prompt
wording and context related to the specific use case are
thus crucial to the performance of these LLMs.

Given that patients are already utilizing these LLMs to
clarify medical information, health care providers must
recognize the shift in information-sharing dynamics and
explore ways to leverage LLMs effectively. The use of LLMs
by patients can generate inaccurate and irrelevant outputs.16

However, our findings indicate that if a radiologist reviews
and verifies the LLM output, they can be incorporated into a
patient-friendly report translated into vernacular language.
This approach can help reduce patient anxiety, misunder-
standing, and emotional distress.5 This is particularly critical
in regions with high linguistic diversity, where language
barriers can impede patient care. While LLMs show potential
in enhancing patients’ understanding of their radiology
reports by translating them, it is crucial to balance readabili-
ty with clinical accuracy. Oversimplification and strict trans-
lation of complex medical terms could lead to clinical errors,
highlighting the indispensable role of health care providers
in ensuring effective communication and comprehension.

Our study had a fewlimitations. The relatively small sample
size, the specific context of oncology patients at a tertiary care
center, and the focus on a single language pair might limit the
generalizability of the study findings. Although there are
many currently available LLMs, we could include only four
state-of-the-art LLMs for analysis in this study due to practical
constraints. Future research could expand both the scope and
the duration of the study, include other LLMs, and explore
translations into multiple languages to provide a more com-
prehensive evaluation of the technology.

Conclusion

Inconclusion,while theeffectivenessofeachLLMdependedon
the specific prompt wording, all four models evaluated (GPT-
4o, GPT-4, Gemini, and Claude Opus)were capable of translat-
ing the radiology reports. It is important to note that our
findings do not endorse any specific LLM; instead, this study
demonstrates the potential of LLMs to translate complex
medical documents into a simple vernacular language. Proper
fine-tuning and customization of each LLM are essential to
ensure effective translation while preserving the clinical in-
tegrity of the reports. Future research should consider a
longitudinal study design and a more diverse dataset to
enhance the validity and generalizability of these results.
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