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A critical factor for patients to decide whether to proceed
with in vitro fertilization (IVF) is understanding their likeli-
hood of achieving a live birth based on their own health data.
To help meet this challenge of personalized prognostication,
machine learning (ML), a broad discipline within the broader
field of artificial intelligence (AI), allows machines to extract
relationships from data and learn from it autonomously.1

Using established ML techniques selected based on dataset
attributes and the clinical context of patient counseling, one
would develop, validate, deploy, and implement prognostic
models for use at point-of-care. Supported by secured cloud
computing, a provider–patient counseling report is one
way to communicate personalized, validated IVF live birth
probabilities (IVF LBP) at scale.2,3 In this review article, IVF is

used broadly and interchangeablywith assisted reproductive
technology (ART).

Patients considering IVF treatment wish to know their
probability of having a live birth from IVF (IVF LBP) and
alternative treatments. By showing patients their character-
istics such as age, body mass index, ovarian reserve, and
clinical diagnosis compared with the whole group used to
derive the model, patients may feel reassured the model is
considering them as individuals when making predic-
tions.2,3 Patients also want to know if their prognoses are
validated for their particular fertility center’s IVF outcomes
data.2,3 The expanding usage of AI data-driven decisions in
everyday life encourages patients to trust using technology
to support important decisions.
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Abstract Although in vitro fertilization (IVF) has become an extremely effective treatment option
for infertility, there is significant underutilization of IVF by patients who could benefit
from such treatment. In order for patients to choose to consider IVF treatment when
appropriate, it is critical for them to be provided with an accurate, understandable IVF
prognosis. Machine learning (ML) can meet the challenge of personalized prognostica-
tion based on data available prior to treatment. The development, validation, and
deployment of ML prognostic models and related patient counseling report delivery
require specialized human and platform expertise. This review article takes a pragmatic
approach to review relevant reports of IVF prognostic models and draws from extensive
experience meeting patients’ and providers’ needs with the development of data and
model pipelines to implement validated ML models at scale, at the point-of-care.
Requirements of using ML-based IVF prognostics at point-of-care will be considered
alongside clinical ML implementation factors critical for success. Finally, we discuss
health, social, and economic objectives that may be achieved by leveraging combined
human expertise and ML prognostics to expand fertility care access and advance health
and social good.
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Multiple benefits could arise from personalized prognosti-
cation of IVF outcomes using ML. Underutilization of IVF is a
major limitation on the use of now highly effective fertility
treatments. ML predictive models may address IVF underuti-
lization by providing better quality information to patients to
inform their decision-making and by making a course of IVF
treatments and achieving an IVF live birth more affordable.2

Predicting IVF outcome by age alone as frequently used in IVF
centers has been shown to underestimate the likelihoodof live
birth for many individuals, and thus may discourage them
from IVF, whereas amore accurateML predictionmodel could
appropriately encourage patients to embark on an IVF cycle.2

Similarly, an accurate ML prediction model could encourage
patients with a low likelihood of success with their own
oocytes to move on to more effective treatment with donor
oocytes. Conversely, misconceptions that IVF efficacy is low
and unpredictable may compromise an individual’s reim-
bursement by her health insurance plan or, at the population
level, discourage health plans from offering IVF insurance
coverage or deprioritize state funding in the case of countries
with government-based IVF funding. Therefore, efforts to
avoid unnecessary underestimation of IVF success, though
insufficient on its own, nevertheless are required to achieve
parity of IVF funding compared with other areas in medicine.

This review article aims to summarize the use of expert
ML-based prognostication of IVF outcomes to support
patient counseling. The authors draw from extensive
experience meeting patients’ and providers’ needs with
the development of data and model pipelines to produce
validated ML models supporting the use of ML center-
specific (MLCS) models at the point-of-care and multicen-
ter implementation of MLCS models at scale. This article
does not provide an exhaustive review of all IVF prognostic
models in the literature but rather prioritizes the most
relevant, published models and, as much as possible,
models that are in clinical use as examples to support
the discussion of IVF prognostic model design, validation
considerations, and other requirements for successful
clinical usage. Here, we share design and implementation
issues we have encountered and the insights we gained
from creating and complying with standard operation
procedures of our software product life cycle. Our deci-
sion-making and execution are guided by ethics, scientific
integrity, and compassion. With the expanding capabilities
of AI/ML to improve human health and, broadly, humanity,
our responsibility to use technology for good is more
important than ever before.4,5

Wewill first consider IVF underutilization and the poten-
tial role of prognostic counseling in expanding IVF access and
utilization. Requirements of using ML-based IVF prognostics
at point-of-care will be considered alongside clinical ML
implementation factors critical for success. These latter
topics are relatively new in the clinical research literature
yet are becoming an important part of provider education as
ML enters our personal and professional lives. Wherever
relevant, reference will be made to how ML implementation
has been managed in other areas of medicine including
applicable guidelines. We will explore the potential benefits

and risks of using ML-based IVF prognostics and ways to
evaluate their impact on treatment utilization and outcomes.
Finally, we discuss research, social, and economic objectives
that may be achieved by leveraging combined human exper-
tise and ML prognostics to advance health and social good.

Underutilization of ART and Challenges in
Navigating Fertility Care

Despite its proven safety and efficacy, ART is vastly underu-
tilized and even in patients for whom ART is appropriate and
funded through national reimbursement many patients stop
treatment prematurely when they would have still had a
good chance of success, if they had continued ART.6–13One in
six people in the reproductive-age group or 100Mþ is
estimated to have clinical infertility worldwide.6,7 In the
United States, an estimated 10Mþ people have infertility,
defined by the American Society for Reproductive Medicine
(ASRM) as needing medical care to conceive or have a
successful pregnancy.7–9 However, less than 2% of women
or couples who could benefit from ART actually used it based
on annual reporting by the Society of Assisted Reproductive
Technologies (SART).9 Globally, �1M babies are born from
�4M ART cycles performed annually.10,11 Realizing the full
family- and society-building potential of IVF requires identi-
fying and solving the barriers in patients’ navigation of
fertility care for one in six women or couples, nontraditional
families such as single women and same-sex couples, and
families with hereditary genetic diseases.6–14

The causes of the underutilization of ART are complex,
but the main barriers cited are emotional stress, uncertainty
of treatment success, financial cost, inadequate insurance
coverage, and issues arising from limitedmechanistic knowl-
edge.7,14–18 In the United States, while some level of IVF
coverage increased from34% (2015) to42% (2020) amongU.S.
employers with 20,000 or more employees, an estimated
�40% of Americans with employer-funded health insurance
did not have IVF coverage.19,20 Warranting special mention
are the racial and socioeconomic disparities in fertility care
in the United States.14,20 Despite higher reporting rates of
infertility, Black women are less likely to receive fertility
diagnostic testing even when care is sought and less likely to
receive fertility treatments including IVF. Black and Hispanic
women also have lower fertility treatment success for rea-
sons that are not well understood.5,14,20

Most countries including Sub-Saharan Africa, low- and
middle-income countries in LATAM, South Asia, and East
Asia do not have government-funded ART, resulting in low
ART utilization.21 In contrast, many of the industrialized
countries already have national support for IVF as a health
measure or to attempt to tackle the problem of declining
fertility rates or both.22 Despite such state funding, personal
accurate IVF prognostics are typically not available to help
patients choose effective treatments and to minimize using
ineffective treatments. In fact, ML-based, personalized
prognostic counseling may improve efficiency, patient
retention, and IVF outcomes while optimizing the use of
resources.
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Many more people would have a family from IVF if they
could afford several IVF treatments. A sustainable family-
building program—whether paid by third parties or patients
—should consider cumulative live birth probability per IVF
cycle because this probability directly impacts the number
and cost of IVF cycles needed to have a baby. Once a patient
starts IVF treatment, themajor limitation of achieving an IVF
live birth is the high rate of treatment discontinuation or
“drop-out” rate. From first-hand data analysis by our team,
historically among self-pay patients (e.g., no government or
third-party payer), approximately 80% tend not to return
after one failed IVF cycle (aka 80% drop-out rate), while even
state-funded or state-mandated covered patients may show
a drop-out rate of 30 to 50% after one failed IVF cycle.

Accurate IVF live birth prediction models can support the
pricing of IVF treatments based on the outcome of having “a
baby or a partial refund.” Commonly known as “shared risk”
program initially popularized in the 1990s, this pricing
method simply charges a discounted fee upfront for perform-
ing up to two to three IVF treatments, until a babyor a clinical
pregnancy is achieved. If there is no live birth after three IVF
treatments, then the patient would be paid a “partial refund.”
Although patients and fertility centers theoretically benefit
from this arrangement, without ML optimization, a substan-
tial percentage of patientsmay not qualify, or fertility centers
set a high upfront fee to protect from financial losses that can
be incurred from suboptimal IVF success prediction. In
contrast, an ML-driven shared risk program can be offered
to the majority of patients and is compliant with the trans-
parency requirements of the Ethics Committee of the Amer-
ican Society of Reproductive Medicine (ASRM).23,24

Last but not least, information asymmetry currently exists
between the business operations of many fertility centers
and their providers and patients in which the business
operationsmay have IVF LBP insights informing qualification
for shared risk program; yet, those insights may not be
known to providers and patients. We advocate for transpar-
ency and scientific literacy which are hand and glove and
essential to advancing reproductive care and access to care.
To patients and payers, IVF prognostic counseling and the
cost of having an IVF baby are one and the same conversation,
best supported by locally relevant data and ML.

Solving IVF Prognostic Counseling
Challenges

Effective IVF prognostic counseling requires accurate, per-
sonalized prognoses and clear, consistent communication of
the prognoses.25,26 The literature has focused on the report-
ing of IVF live birth rates,27,28 patients’ psychology,17,25,26

and concerns over patients’ overestimates of their personal
IVF treatment success probabilities.29,30 Furthermore, the
communication of prognosis to patients tends to be unsup-
ported and relegated to be a matter of personal style, under
the label of provider autonomy as commonly seen in other
areas ofmedicine.31However, patients’ psychologymay vary
depending on the transparency or information symmetry
between patient and provider and it is not possible to

measure whether patients under- or overestimated their
IVF prognoses in the absence of a validated model and
effective communication.

As the efficacy of IVF improves, patients should know
their personal prognoseswhether poor or excellent, based on
their own health profiles. For example, patients with excel-
lent IVF LBPmaymiss out on an opportunity to have a family
if they were to underestimate their prognoses. For patients
for whom IVF (with own or donor eggs) and IUI are both
possible treatment options, patient counseling is especially
important, as there is a wavering consensus on whether IUI
or IVF should be offered as first-line treatment for patients
with unexplained infertility.32–34 On the personal front,
patients may differ in how they perceive personal tradeoffs
such as financial cost, time fromwork, and side effects versus
having a family. Finally, a common complaint frompatients is
their perception of IVF as a gamble based on the uncertainty
and lack of transparency about IVF treatment success on a
personal level.

Scaling IVF access and removing health inequities may
require IVF prognostic counseling to be delivered by health-
care providers beyond fertility specialists.Motivated bya need
to address the clinical and socioeconomic challenges for
patients and society at large, we have developed an ML
technology platform to support patient counseling, treatment
protocol personalization, transparency-driven value-based
IVF pricing design, and advancement of precision medicine
through the use of accurate, validated clinical prediction
models as summarized in the platform schematics.35 This
platform has generated published research, some of which
will be further examined later.2,36–40

A Pragmatic Overview of Model Design
Considerations with Examples from the
Literature

Next, we present model design considerations using models
reported in the literature to illustrate key points. As much as
possible, we focus on pretreatment models designed to
support patient counseling prior to starting the first IVF
cycle. These model design considerations could be easily
extrapolated to address other clinical scenarios—after failing
one or more IVF treatments and when considering egg
freezing or donor egg IVF, etc.

Dissecting the Literature Based on Model
Objectives and the Reporting of Model
Validation

A reviewof predictors of success after IVF by Shingshetty et al
following a comprehensive literature search between 1978
and 2023 identified 1,810 publications meeting initial key-
word search requirements from which 43 articles were
selected for detailed review.41 However, pragmatically
before considering prognostic models it is important to first
specify the model objective, which will in turn define
relevant clinical variables, outcomes, and other dataset
attributes.
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►Table 1 shows the importance of defining the model
objectives (e.g., pretreatment counseling, research) and, in
the case of pretreatment counseling, the exact clinical con-
texts (e.g., prior to the first IVF cycle, after a failed IVF cycle).
The allowable clinical variables, required outcomes, and data
segments to consider for exclusion can then be easily deter-
mined. The clinical variables that are commonly tested for
predictive value in pretreatment IVF prognostics include age,
BMI, ovarian reserve tests (e.g., AMH, AFC, Day 3 FSH),
reproductive history, prior IUI or IVF treatment history,
and clinical diagnoses such as PCOS, tubal factor, male factor,
endometriosis, diminished ovarian reserve, smoking, and
the duration of infertility.42 For example, if the research
objective was to understand clinical factors impacting IVF
live birth outcomes, it is reasonable to use a dataset com-
prising clinical variables obtained from pretreatment, ovari-
an stimulation, and embryology. However, if the objective is
to create a prognostic model to counsel patients at the
pretreatment stage to consider using IVF for the first time,
the variables should be restricted to information that is
known and available at the time of patient counseling. The
model outcome should be selected to enable the provider to
respond to patients’ needs. For example, patients wish to
know their probability of having a live birth, not a positive
pregnancy test. The concept of “reading the ending first” is
key, otherwise you may build an excellent model with no
clinical utility. This more pragmatic approach diverges from
conventional scientific methods requiring the researcher to
pose and test a series of hypotheses.

Taking a pragmatic approach we reviewed the 43 articles
identified in Shingshetty et al and added further 7 articles—5
published prior to 2024, one published in 2024, and one
submitted in 2024.36–41,43–88We reviewed all 50 articles and
assigned them to subgroups based on clinical context (e.g.,
applicability of model to current IVF practice), presumed
model objective (e.g., research or pretreatment counseling
for a particular scenario), modeling method (e.g., logistic
regression [LR] vs. other ML techniques), and whether an
independent test set was used for validation or testing
(see ►Table 2).

Although outside of the scope of the IVF prognostic model
for patient counseling, we appreciate the 19 articles contrib-
uting to the understanding of clinical factors influencing IVF
outcomes and/or modeling methods without utility for
patient counseling, referred to as “research objective” in
►Table 2 as they required information only available follow-
ing treatment.44,54,60,63,67–73,75–81

Top-Most Relevant Published IVF
Pretreatment Models for Patient Counseling

Now we consider 12 publications to illustrate model design
considerations in support of patient counseling prior to
starting the first IVF treatment36–38,45,82–87 (see ►Table 3).
Accordingly, these publications (a subset highlighted in
blue, ►Table 2) are selected based on the following: (1)
limiting predictors to information available at the time of
pretreatment counseling prior to the first IVF cycle; (2) using Ta
b
le

1
IV
F
pr
ed

ic
ti
o
n
m
od

el
ob

je
ct
iv
es

sh
ou

ld
de

te
rm

in
e
m
od

el
de

si
gn

in
cl
ud

in
g
da

ta
se
t
at
tr
ib
ut
es
,
fe
at
ur
es

to
be

te
st
ed

,
ou

tc
om

es
,
an

d
A
I/
M
L
te
ch

ni
qu

es

M
o
de

l
o
bj
ec

ti
ve

an
d
o
u
tc
o
m
e
of

in
te
re
st

Pr
et
re
at
m
en

t,
p
re
di
ct

IV
F
liv

e
b
ir
th

pr
o
ba

b
ili
ty

Pr
et
re
at
m
en

t,
pr
ed

ic
t
oo

cy
te

yi
el
d

Re
se
ar
ch

an
d
o
u
tc
o
m
e(
s)

o
f

in
te
re
st

C
lin

ic
al

ti
m
in
g
/

co
nt
ex

t
o
f
u
sa
g
e

Pr
io
r
to

1s
t
IV
F
cy

cl
e
u
si
n
g
o
w
n
eg

gs
A
ft
er

1
or

m
o
re

fa
ile

d
IV
F
cy

cl
es

us
in
g
o
w
n

eg
gs

Pr
io
r
to

IV
F
cy

cl
e
u
si
n
g
do

no
r
eg

g
Pr
io
r
to

eg
g
fr
ee

zi
n
g

To
ga

in
in
si
gh

ts
,
g
en

er
at
e

hy
po

th
es
is

fo
r
te
st
in
g

D
at
as
et

1s
t
IV
F
cy
cl
es

þ/
�

su
bs

eq
ue

nt
IV
F

cy
cl
es

la
be

le
d
w
it
h
cy
cl
e
nu

m
b
er

an
d

lin
ke

d
pe

r
pa

ti
en

t,
lin

ke
d
ET
s
an

d
ou

tc
o
m
es
,
re
st
ri
ct
ed

to
IV
F
cy
cl
es

us
in
g
ow

n
eg

gs

Fa
ile

d
IV
F
cy
cl
es

an
d
su

bs
eq

ue
nt

IV
F
cy
cl
es

la
be

le
d
w
it
h
cy
cl
e
nu

m
be

ra
nd

lin
ke

d
pe

rp
at
ie
n
t,

lin
ke

d
ET
s
an

d
ou

tc
om

es
,r
es
tr
ic
te
d
to

IV
F
cy
cl
es

us
in
g
ow

n
eg

gs

ET
s
us
in
g
do

no
re

g
g
or

IV
F
cy
cl
es

us
in
g

kn
ow

n
or

tr
ad

it
io
na

ld
o
no

rs
an

d
th
ei
r

su
bs
eq

ue
nt

ET
s,

w
it
h
do

n
or
–r
ec

ip
ie
nt

lin
ka

ge
an

d
lin

ke
d
pe

r
re
ci
p
ie
nt

Eg
g
fr
ee

zi
ng

da
ta
se
t,
IV
F
da

ta
se
t,
or

co
m
bi
ne

d
eg

g
fr
ee

zi
n
g
an

d
IV
F

da
ta
se
t

IV
F
cy
cl
es
,l
in
ke

d
ET
s,
lin

ke
d
pe

r
pa

ti
en

t,
an

d
ou

tc
o
m
e(
s)

of
in
te
re
st

W
hi
ch

pa
ti
en

ts
an

d/
or

IV
F
cy
cl
es

sh
ou

ld
be

ad
di
ti
on

al
ly

ex
cl
ud

ed
?

IV
F
cy
cl
es

th
at

ad
d
re
ss

ve
ry

sp
ec

ifi
c
pa

ti
en

t
po

pu
la
ti
o
n
m
ay

be
in
cl
ud

ed
if
th
er
e
is
a
w
ay

to
di
ff
er
en

ti
at
e
th
e
la
be

lin
g
of

th
os
e
pa

ti
en

ts
an

d
/o
r
IV
F
cy
cl
es

an
d
if
th
er
e
is
a
w
ay

to
va

lid
at
e
pa

ti
en

t
su

bg
ro
up

s.
Th

e
ab

ili
ty

to
in
cl
ud

e
a
pa

ti
en

t
su
bg

ro
u
p
in

th
e
m
od

el
tr
ai
ni
n
g
an

d
pr
ov

id
e
su

bg
ro
up

va
lid

at
io
n
w
ill

de
te
rm

in
e
if
th
e
IV
F
pr
og

no
st
ic

m
od

el
ca

n
be

ap
p
ro
pr
ia
te
ly

ap
p
lie

d
to

th
at

pa
ti
en

t
su

bg
ro
up

Re
le
va
nt

va
ri
ab

le
s
fo
r

te
st
in
g
as

m
od

el
pr
ed

ic
to
rs

Re
st
ri
ct

to
va

ri
ab

le
s
w
it
h
kn

ow
n
va

lu
es

pr
io
r
to

IV
F
cy
cl
e
st
ar
t

Re
st
ri
ct

to
va

ri
ab

le
s
w
it
h
kn

ow
n
va
lu
es

pr
io
r
to

st
ar
ti
ng

th
e
su

bs
eq

ue
nt

IV
F
cy
cl
e;

in
cl
ud

e
va

ri
ab

le
s
w
it
h
kn

ow
n
va

lu
es

fr
om

th
e
pr
io
r
fa
ile

d
IV
F
cy
cl
e
(e
.g
.,
oo

cy
te

co
un

t,
bl
as
to
cy

st
co

u
nt
)

Fo
r
bo

th
do

no
r
an

d
re
ci
p
ie
nt

va
ri
ab

le
s,
re
st
ri
ct

to
va

ri
ab

le
s
av

ai
la
bl
e

at
th
e
ti
m
e
of

co
u
ns
el
in
g
pa

ti
en

ts
ab

ou
t
do

n
or

eg
g
IV
F

Re
st
ri
ct

to
va

ri
ab

le
s
w
it
h
kn

ow
n
va

lu
es

pr
io
r
to

st
ar
ti
ng

ov
ar
ia
n
st
im

ul
at
io
n

fo
r
eg

g
fr
ee

zi
ng

or
IV
F
cy
cl
e

In
cl
ud

e
an

y
va

ri
ab

le
s
of

in
te
re
st

th
at

ar
e
av

ai
la
bl
e
in

th
e
da

ta
se
t

W
hi
ch

va
ri
ab

le
s

sh
ou

ld
be

ad
di
ti
on

al
ly

ex
cl
ud

ed
?

C
on

si
de

r
ex
cl
ud

in
g
va

ri
ab

le
s
th
at

m
ay

no
t
be

av
ai
la
bl
e
at

th
e
ti
m
e
of

pa
ti
en

t
co

un
se
lin

g
.I
f
th
e
m
od

el
in
cl
ud

es
va
ri
ab

le
s
w
ho

se
va

lu
es

ar
e
lo
gi
st
ic
al
ly
ch

al
le
ng

in
g
to

ob
ta
in
,t
he

m
od

el
us
ag

e
w
ill

be
lim

it
ed

N
ot
es
:T

hi
s
ta
bl
e
is
lim

it
ed

to
m
od

el
us
in
g
st
ru
ct
ur
ed

da
ta

an
d
do

es
no

t
at
te
m
pt

to
ad

dr
es
s
A
It
o
ol
s
ai
m
ed

to
id
en

ti
fy

bl
as
to
cy

st
s
fo
r
tr
an

sf
er
.A

ls
o,

th
is
ta
bl
e
se
rv
es

to
ill
u
st
ra
te

ke
y
pr
in
ci
pl
es

an
d
do

es
no

t
ai
m

to
pr
ov

id
e
an

ex
ha

us
ti
ve

lis
t
of

po
ss
ib
le

m
od

el
s
fo
r
pr
og

no
st
ic

co
u
ns
el
in
g.

Fo
r
ex

am
p
le
,
so

m
e
sc
en

ar
io
s
of

th
ir
d-
pa

rt
y
re
p
ro
d
uc

ti
on

ar
e
no

t
sh

ow
n.

Seminars in Reproductive Medicine Vol. 42 No. 2/2024 © 2024. The Author(s).

Patient-Centric IVF Prognostic Counseling Yao et al. 115



Ta
b
le

2
A
re
vi
ew

of
50

ar
ti
cl
es

re
p
or
ti
ng

IV
F
ou

tc
om

es
pr
ed

ic
ti
on

m
od

el
s,

in
cl
ud

in
g
43

fr
om

Sh
in
gs

he
tt
y
et

al
an

d
7
ad

di
ti
on

al
ar
ti
cl
es

36
–4

1,
43

–8
8

Re
le
va

n
ce

fo
r
cl
in
ic
al

u
sa
g
e

in
IV
F
p
re
tr
ea

tm
en

t
co

u
ns

el
in
g

Lo
g
is
ti
c
re
g
re
ss
io
n
,

no
te
st

se
t,

n
o
va

lid
at
io
n

Lo
g
is
ti
c
re
g
re
ss
io
n,

cr
os

s-
va

lid
at
io
n
,
or

in
d
ep

en
d
en

t
te
st

se
t

M
L
m
et
ho

d
s,

in
d
ep

en
d
en

t
te
st

se
t,

o
r
cr
os

s-
va

lid
at
io
n

M
L
m
et
ho

d
s,

no
in
d
ep

en
d
en

t
te
st

se
t

N
o
n-
LR

,
N
o
n-
M
L

Su
b
to
ta
l

D
at
a
se
t
no

t
re
le
va

nt
an

ym
o
re
—
pr
e-
IC
SI
,

pr
e-
vi
tr
ifi
ca
ti
o
n,

da
y
3
ET
s

8
re
p
or

ts
:
N
ay
ud

u
et

al
,4
6

H
ug

he
s
et

al
,4
7

St
ol
w
ijk

et
al
,4
8

Te
m
pl
et
on

et
al
,4
9

C
om

m
en

ge
s-
D
uc

os
et

al
,5
0

M
in
ar
et
zi
s
et

al
,5
1

H
un

au
lt
et

al
,5
2

Fe
rl
it
sc
h
et

al
,5
3

3
re
po

rt
s:

Ba
nc

si
et

al
,5
7

Jo
ne

s
et

al
(H

FE
A
da

ta
19

91
–1

99
8)
,5
8
N
el
so
n
an

d
La
w
lo
r
(H

FE
A
da

ta
20

03
–2

00
7)

59

2
re
po

rt
s:

St
ol
w
ijk

et
al
,6
1

Li
nt
se
n
et

al
62

13

Re
se
ar
ch

ob
je
ct
iv
e—

cl
in
ic
al

re
se
ar
ch

an
d/
o
r
te
ch

no
lo
g
y

te
st
in
g
in
cl
ud

in
g
us

e
of

IV
F
or

em
br
yo

da
ta

1
re
p
or

t:
Le
he

rt
et

al
54

3
re
po

rt
s
us

in
g
cl
in
ic
al

p
re
g
na

nc
ie
s:

C
ar
re
ra
-R
ot
lla

n
et

al
,6
7
va

n
Lo

en
de

rs
lo
ot

et
al
,6

8
Zh

an
g
et

al
69

4
re
po

rt
s
us

in
g
liv

e
b
ir
th

o
ut
co

m
es

:
V
og

ia
tz
ie

t
al
,7
0

G
ao

et
al
,7
1
G
on

g
et

al
,7
2

W
u
et

al
73

3
re
po

rt
s
us

in
g
þB

H
C
G

o
ut
co

m
e:

H
as
sa
n
et

al
,7
4

Ba
rr
et
o
et

al
,7
5
X
u
et

al
44

5
re
po

rt
s
us

in
g
cl
in
ic
al

p
re
g
na

n
ci
es

on
ly

as
o
ut
co

m
es

:
W
en

et
al
,7
6

M
eh

rj
er
d
et

al
,7
7

W
an

g
et

al
,7
8
Fu

et
al
,7
9

Ya
ng

et
al
80

1
re
po

rt
u
si
ng

LB
o
ut
co

m
es

:
G
oy

al
et

al
81

1
re
p
or

t:
V
ae

g
te
r
et

al
.

20
17

.6
0

1
re
po

rt
:

G
rz
eg

or
cz
yk
-

M
ar
ti
n
et

al
63

19

Pr
e-
tr
ea

tm
en

t
co

un
se
lin

g,
pr
e-
1s

t
IV
F
cy
cl
e
on

ly
2
re
p
or

ts
:
G
uv

en
ir
e
et

al
,5
5

M
et
el
lo

et
al
56

1
re
po

rt
:
D
hi
llo

n
et

al
82

4
re
po

rt
s:

Q
iu

et
al
,8
5

C
ho

ie
t
al
,3
8
N
el
so

n
et

al
,3
7

N
gu

ye
n
et

al
86

7

Pr
et
re
at
m
en

t
co

un
se
lin

g
,

pr
e-
1s

t
IV
F
cy
cl
e,

af
te
r
fa
ile

d
IV
F
cy
cl
e
or

ot
he

r
sc
en

ar
io
s

2
re
p
or
ts
:L

uk
e
et

al
,8
8

M
cL
er
no

n
et

al
43

2
re
po

rt
s:

M
cL
er
no

n
et

al
,8
3

va
lid

at
ed

se
pa

ra
te
ly
;

R
at
na

et
al
84

3
re
po

rt
s:

Ba
ne

rj
ee

et
al
,6
,3
6

Li
u
et

al
,8
7
C
ai

et
al
45

7

Pr
et
re
at
m
en

t
co

un
se
lin

g
,

af
te
r
fa
ile

d
IV
F
cy
cl
e
on

ly
1
re
po

rt
:
La

M
ar
ca

et
al
65

1

eS
ET

co
un

se
lin

g
2
re
po

rt
s:

O
tt
os

en
et

al
,6
4

Ro
b
er
ts

et
al
66

1
re
po

rt
:
La
nn

on
et

al
39

3

Su
bt
ot
al

13
16

17
1

3
50

Seminars in Reproductive Medicine Vol. 42 No. 2/2024 © 2024. The Author(s).

Patient-Centric IVF Prognostic Counseling Yao et al.116



Ta
b
le

3
Su

m
m
ar
y
of

12
pr
et
re
at
m
en

t
IV
F
pr
ed

ic
ti
on

m
od

el
s
(o
r
se
ts

of
m
od

el
s)
,d

at
as
et
,c

ou
nt
ry

of
or
ig
in
,s
iz
e,

co
nt
em

po
ra
ne

it
y
of

te
st

se
ts
,a

ge
lim

it
s,
tr
ai
ni
ng

m
et
ho

d,
an

d
m
od

el
va

lid
at
io
n
m
et
ri
cs

Re
fe
re
nc

e
D
at
a
so

u
rc
e

co
un

tr
y

o
f
o
ri
gi
n

D
at
a
so

ur
ce

D
at
a
so

ur
ce

ti
m
e

pe
ri
o
d
(C
1
on

ly
)

D
at
a
se
t
si
ze

In
de

p
en

de
n
t
te
st

se
t

A
ge

lim
it
s?

Tr
ai
n
in
g
m
et
ho

d
M
o
de

l
C
V
or

va
lid

a-
ti
o
n
in

in
de

p
en

d
en

t
te
st

se
t

K
n
o
w
n
cl
in
ic
al

us
ag

e

G
ro
up

1.
LR

ce
n
te
r-
sp
ec

ifi
c
(L
R-
C
S)

m
od

el
s

D
hi
llo

n
et

al
82

U
K

12
si
te
s
fr
om

on
e

IV
F
ne

tw
or
k

20
08

–2
01

2
tr
ai
ni
ng

da
ta
:
9,
91

5
IV
F
pa

ti
en

ts
20

13
te
st

da
ta
:2

,7
23

IV
F
pa

ti
en

ts
N
ot

m
en

ti
on

ed
LR

20
13

te
st

se
t:

A
U
C
0.
62

(0
.6
0–

0.
64

)

n/
a

G
ro
up

2.
LR

m
ul
ti
ce

nt
er

m
o
de

l

Lu
ke

et
al
88

U
S

U
S
SA

RT
na

ti
o
na

l
re
g
is
tr
y
da

ta
ba

se
Ja
n
20

10
–D

ec
20

16
w
it
h
FE

Ts
to

D
ec

31
,

20
17

28
8,
16

1
IV
F
pa

ti
en

ts
Te

st
se
t
w
as

no
t

sp
ec

ifi
ed

.
18

–5
9
y
ol
d

LR
up

da
te

of
an

ea
rl
ie
r
m
od

el
M
o
de

lm
et
ri
cs

su
ch

as
A
U
C
w
er
e
no

t
re
po

rt
ed

Th
is
m
o
de

l
su
pp

o
rt
ed

a
ve

rs
io
n

of
th
e
SA

RT
on

lin
e

ca
lc
ul
at
or
,
w
hi
ch

is
no

w
re
ti
re
d

M
cL
er
no

n
et

al
43

U
S

U
S
SA

RT
na

ti
o
na

l
re
g
is
tr
y
da

ta
ba

se
IV
F
cy
cl
es

st
ar
te
d
in

20
14

–2
01

5,
tr
ac
ke

d
FE

T
ou

tc
om

es
to

en
d

of
20

16

88
,6
14

IV
F
pa

ti
en

ts
,

12
1,
56

1
IV
F
cy
cl
es

Te
st

se
t
w
as

no
t

sp
ec

ifi
ed

.
18

–5
0
y
ol
d

Li
ne

ar
re
g
re
ss
io
n

Fr
o
m

m
od

el
tr
ai
ni
ng

:
A
U
C
0.
7
3

w
it
h
A
M
H
,A

U
C
0.
71

w
it
ho

ut
A
M
H

Th
is
m
o
de

ls
u
pp

or
ts

th
e
cu

rr
en

t
fr
ee

liv
e

SA
RT

ca
lc
ul
at
or
:

ht
tp
s:
//
w
3.
ab

d
n.

ac
.u
k/
cl
sm

/
SA

RT
IV
F/

M
cL
er
no

n
et

al
83

U
K

U
K
H
FE

A
na

ti
on

al
re
g
is
tr
y
da

ta
ba

se
19

99
–2

00
8,

FE
Ts

an
d
ou

tc
o
m
es

fo
llo

w
ed

to
20

09

11
3,
87

3
IV
F

pa
ti
en

ts
,
18

4,
26

9
IV
F
cy
cl
es

Se
e
Ra

tn
a
et

al
.8
4

Se
e
Le
ijd

ed
kk
er
s

et
al
,
15

5b

N
ot

sp
ec

ifi
ed

D
is
cr
et
e
ti
m
e
LR

Fr
o
m

m
od

el
tr
ai
n
in
g

(v
al
id
at
io
n
no

t
sp
ec

ifi
ed

):
A
U
C
0.
7
3

(0
.7
2–

0.
74

)

Th
is
m
o
de

ls
u
pp

or
ts

th
e
cu

rr
en

t
fr
ee

liv
e

O
PI
S2

ca
lc
ul
at
or
:

ht
tp
s:
//
w
3.
ab

d
n.

ac
.u
k/
cl
sm

/o
pi
s

Ra
tn
a
et

al
84

U
K

U
K
H
FE

A
na

ti
on

al
re
g
is
tr
y
da

ta
ba

se
Ja
n
20

10
-D

ec
20

16
w
it
h
FE

Ts
to

D
ec

31
,

20
17

us
ed

as
te
st

se
t

91
,0
35

w
om

en
,

14
4,
73

4
IV
F
cy
cl
es

U
pd

at
ed

m
od

el
w
as

no
t
fu
rt
he

r
te
st
ed

us
in
g
in
de

p
en

de
nt

te
st

se
t.

18
–5

0
y
ol
d

LR
an

d
re
ca

lib
ra
ti
on

of
th
e
M
cL
er
no

n
et

al
m
od

el

Fr
o
m

m
od

el
re
ca

lib
ra
ti
o
n
w
it
h
no

fu
rt
h
er

va
lid

at
io
n

us
in
g
a
se
pa

ra
te

te
st

se
t:

A
U
C
0.
67

(0
.6
6–

0.
68

)

Sa
m
e
as

M
cL
er
no

n
et

al
2
01

68
3

G
ro
up

3.
M
L
ce
n
te
r-
sp

ec
ifi
c
(M

LC
S)

m
o
de

ls

Ba
ne

rj
ee

et
al
36

,a
U
S

Si
ng

le
ce

nt
er

Tr
ai
ni
ng

:
20

03
–

20
06

;
te
st
:
20

07
–

20
08

Tr
ai
ni
ng

:
1,
67

6
C
1s
,

te
st
:6

43
C
1s

Ye
s:

ou
t-
of
-t
im

e,
ex
cl
us
iv
e
of

tr
ai
ni
n
g

da
ta

Ex
cl
ud

ed
ag

e
�

43
fr
om

te
st

se
t

M
LC

S—
G
BM

A
U
C
0.
8
0
ve

rs
u
s
ag

e
co

n
tr
ol

A
U
C
0.
68

(1
5%

im
pr
ov

em
en

t)
;

re
cl
as
si
fi
ed

83
%
.

Pr
ot
ot
yp

e
pr
ed

at
in
g

N
g
uy

en
et

al
86

N
el
so

n
et

al
37

,a
U
K

Si
ng

le
ce

nt
er

Tr
ai
ni
ng

:
20

06
–

20
10

,
te
st
:2

01
1–

20
12

Tr
ai
ni
ng

:
2,
12

4
IV
F

cy
cl
es
,
te
st
:
1,
12

1
IV
F
cy
cl
es

Ye
s:

ou
t-
of
-t
im

e,
ex
cl
us
iv
e
of

tr
ai
ni
n
g

da
ta

Ex
cl
ud

ed
ag

e
>
45

fr
om

tr
ai
ni
n
g
or

te
st

M
LC

S—
G
BM

A
U
C
0.
71

6,
6.
3
%
im

p
ov

er
ag

e
(0
.6
74

),
PL
O
R
A
29

.1
(7
6.
2
%

im
pr
ov

em
en

t)
,

re
cl
as
si
fi
ed

:6
1%

hi
gh

er
,
14

%
lo
w
er

Pr
ot
ot
yp

e
pr
ed

at
in
g

N
g
uy

en
et

al
86

N
g
uy

en
et

al
86

,a
U
S

6
si
ng

le
ce

nt
er
s

6
se
pa

ra
te

da
ta
se
ts
,

20
13

–2
02

2
D
at
as
et

si
ze
s
ra
ng

e
fr
om

20
0
to

20
00

IV
F

cy
cl
es

v1
m
od

el
s:

cr
os

s-
va

lid
at
io
n
(C
V
)
an

d
ou

t-
o
f-
ti
m
e
te
st

se
t

ex
cl
us
iv
e
of

C
V
an

d
tr
ai
ni
ng

da
ta
;

v2
m
od

el
s:

C
V

Ex
cl
ud

ed
ag

e
�

42
fr
om

tr
ai
ni
n
g
an

d
te
st
in
g
;
cl
in
ic
al

us
e

ex
cl
ud

ed
ag

e
�4

0
an

d
us
ed

a
se
pa

ra
te

m
od

el
fo
r
ag

e
�4

0

M
LC

S—
G
BM

an
d

m
et
ho

d
s
as

pe
r

Ba
ne

rj
ee

et
al
.,

20
10

30
an

d
N
el
so

n
et

al
.,
20

15
.3
1

M
an

us
cr
ip
t

su
bm

it
te
d

C
om

m
er
ci
al
ly

av
ai
la
bl
e
to

fe
rt
ili
ty

ce
n
te
rs

(a
s
so

ft
w
ar
e-

as
-a
-s
u
bs

cr
ip
ti
o
n,

Sa
aS

pr
od

uc
t)
as

th
e

U
ni
vf
y
Pr
eI
V
F

Re
po

rt
a

(C
on

ti
nu

ed
)

Seminars in Reproductive Medicine Vol. 42 No. 2/2024 © 2024. The Author(s).

Patient-Centric IVF Prognostic Counseling Yao et al. 117

https://w3.abdn.ac.uk/clsm/SARTIVF/
https://w3.abdn.ac.uk/clsm/SARTIVF/
https://w3.abdn.ac.uk/clsm/SARTIVF/
https://w3.abdn.ac.uk/clsm/opis
https://w3.abdn.ac.uk/clsm/opis


Ta
b
le

3
(C
on

tin
ue

d)

Re
fe
re
nc

e
D
at
a
so

u
rc
e

co
un

tr
y

o
f
o
ri
gi
n

D
at
a
so

ur
ce

D
at
a
so

ur
ce

ti
m
e

pe
ri
o
d
(C
1
on

ly
)

D
at
a
se
t
si
ze

In
de

p
en

de
n
t
te
st

se
t

A
ge

lim
it
s?

Tr
ai
n
in
g
m
et
ho

d
M
o
de

l
C
V
or

va
lid

a-
ti
o
n
in

in
de

p
en

d
en

t
te
st

se
t

K
n
o
w
n
cl
in
ic
al

us
ag

e

Re
fe
re
nc

e
D
at
a
so

u
rc
e

co
un

tr
y

o
f
or
ig
in

D
at
a
so

u
rc
e

D
at
a
so

ur
ce

ti
m
e

pe
ri
o
d
(C
1
o
nl
y)

D
at
a
se
t
si
ze

In
de

p
en

de
n
t
te
st

se
t

A
ge

lim
it
s?

Tr
ai
n
in
g
m
et
ho

d
M
o
de

lC
V
o
r

va
lid

at
io
n
in

in
de

pe
n
de

n
t
te
st

se
t

K
n
o
w
n
cl
in
ic
al

us
ag

e

G
ro
up

3.
M
L
ce
n
te
r-
sp

ec
ifi
c
(M

LC
S)

m
o
de

ls
(c
on

ti
nu

ed
)

Q
iu

et
al
85

C
hi
na

Si
ng

le
ce

nt
er

20
14

–2
01

8
7,
18

8
fi
rs
t
IV
F
cy
cl
es

Tr
ai
ni
ng

on
70

%
an

d
te
st
in
g
on

30
%
of

da
ta

N
ot

sp
ec

ifi
ed

LR
,
RF
,
SV

M
,

X
G
Bo

o
st

V
al
id
at
io
n
on

te
st

se
t
(A
U
C
);
ne

st
ed

C
V

x
11

(a
ve

ra
ge

ac
cu

ra
cy

sc
o
re
):

LR
:A

U
C
0.
71

,
av
g.

ac
cu

ra
cy

0.
68

RF
:A

U
C
0.
73

,
av
g
.

ac
cu

ra
cy

0.
69

SV
M
:A

U
C
0.
71

,a
vg

.
ac
cu

ra
cy

0.
68

X
G
Bo

o
st
:
A
U
C
0.
7
3,

av
g.

ac
cu

ra
cy

0.
70

n/
a

Li
u
et

al
87

C
hi
na

Si
ng

le
ce

nt
er

20
19

–2
02

1
1,
85

7
IV
F
cy
cl
es

20
19

–2
02

0
da

ta
:

80
%
tr
ai
ni
ng

,
20

%
va

lid
at
io
n
;
20

21
da

ta
:o

ut
-o
f-
ti
m
e

te
st
in
g

20
–4

5
y
ol
d

LR
,
RF
,
X
G
Bo

o
st
,

LG
BM

20
21

te
st
se
t(
si
m
ila

r
to

va
lid

at
io
n)
:

LR
:A

U
C
0.
64

5
(0
.5
21

,0
.7
69

)
RF

:A
U
C
0.
64

1
(0
.5
16

,0
.7
66

)
X
G
Bo

o
st
:A

U
C
0.
64

4
(0
.5
21

,0
.7
68

)
LG

BM
:
A
U
C
0.
63

4
(0
.5
11

,0
.7
58

)

n/
a

C
ai

et
al
45

C
hi
na

Si
ng

le
ce

nt
er

Ja
n
20

13
–D

ec
20

20
26

,3
82

IV
F
pa

ti
en

ts
Tr
ai
ni
ng

20
13

–
20

19
;
te
st

20
20

20
–4

8
y
ol
d,

se
e
S9

Tr
ai
ni
ng

20
13

–2
01

9;
te
st

20
20

n/
a

Re
ca

lib
ra
ti
o
n
of

M
cL
er
no

n
20

16
m
od

el
(U

S
SA

RT
on

lin
e
ca
lc
ul
at
o
r)
:
A
ll
ag

es
:
A
U
C
0.
6
9
(0
.6
8–

0.
6
9)
;
<
35

:A
U
C
0.
58

(0
.5
7,

0.
5
8)
;
�3

5:
A
U
C
0.
7
0
(0
.6
9,

0.
71

)
Re

ca
lib

ra
ti
o
n
of

M
cL
er
no

n
20

22
m
od

el
(U

K
on

lin
e
ca
lc
ul
at
or
):
A
ll
ag

es
:
A
U
C
0.
68

(0
.6
7–

0.
68

);
<
35

:
A
U
C
0.
5
8
(0
.5
7,

0.
58

);
�3

5:
A
U
C
0.
6
7
(0
.6
6,

0.
68

)
O
ve

ra
ll,

M
LC

S
us
in
g
en

do
cr
in
ol
og

y
la
bo

ra
to
ry

va
lu
es
:
A
ll
ag

es
:A

U
C
0.
74

(0
.7
4,

0.
7
5)
;
<
35

:A
U
C
0.
68

(0
.6
7,

0.
6
8)
;
�3

5:
A
U
C
0.
7
4
(0
.7
3,

0.
75

)
X
G
bo

os
t:
A
U
C
0.
83

(0
.8
3,

0.
8
4)
;L

as
so

:
A
U
C
0.
7
5
(0
.7
4,

0.
75

);
G
LM

:
A
U
C
0.
75

(0
.7
4,

0.
75

)

G
ro
up

4.
M
L
m
ul
ti
ce

nt
er

m
od

el
va

lid
at
ed

fo
r
ea

ch
ce

nt
er

C
ho

ie
t
al
38

U
S,

C
an

ad
a,

Sp
ai
n

3
ce
n
te
rs
,
va

lid
at
ed

fo
r
ea

ch
ce
nt
er

20
08

–2
00

9
Tr
ai
ni
ng

1,
06

1
fi
rs
t
IV
F
cy
cl
es
;
te
st
in
g
:
1,
05

8
fi
rs
tI
V
F
cy
cl
es
;s
am

p
le
d
fr
om

a
to
ta
lo

f1
3,
07

6
fi
rs
t
IV
F
cy
cl
es

Ex
cl
ud

ed
ag

e
�

43
y

ol
d

M
ul
ti
ce

nt
er

M
L
m
od

el
tr
ai
n
ed

fr
om

bl
en

di
ng

an
d
w
ei
g
ht
in
g
m
od

el
co

m
p
on

en
ts

ex
tr
ac

te
d

fr
om

3
ce
n
te
r-
sp

ec
ifi
c
m
od

el
s:

A
U
C
0.
63

4,
PL
O
R
A
¼
9.
0

Pr
ed

ic
ti
on

er
ro
rs

ra
ng

ed
fr
om

�3
.7

to
0.
9%

Pr
ot
ot
yp

e,
co

m
m
er
ci
al
ly

av
ai
la
bl
e
up

on
re
qu

es
t

A
b
br
ev

ia
ti
on

s:
A
U
C
,a

re
a-
un

d
er
-t
h
e-
cu

rv
e
of

re
ce

iv
er

op
er
at
in
g
ch

ar
ac

te
ri
st
ic

cu
rv
e;

G
BM

,g
ra
di
en

t
bo

os
te
d
m
ac
hi
ne

;
G
LM

,g
en

er
al
iz
ed

lin
ea

r
m
od

el
;L

G
BM

,
lig

ht
gr
ad

ie
nt

bo
o
st
ed

m
ac
hi
ne

;
LR

,
lo
gi
st
ic

re
g
re
ss
io
n
;M

LC
S,

m
ac
hi
ne

le
ar
ni
ng

,
ce
n
te
r-
sp
ec

ifi
c
m
od

el
;
PL
O
R
A
,
po

st
er
io
r
lo
g
of

od
d
s
ra
ti
o
co

m
pa

re
d
to

ag
e
co

n
tr
ol
;
RF
,
ra
nd

om
fo
re
st
;S

V
M
,
su
pp

or
t
ve

ct
or

m
ac
hi
ne

.
a U

.S
.P

at
en

ts
in
cl
ud

in
g
U
.S
.
Pa

te
nt

N
u
m
b
er

9,
45

8,
49

5B
2;

fo
re
ig
n
co

un
te
rp
ar
ts
;a

nd
pa

te
nt
s
is
su
ed

.
b
A
se
pa

ra
te

st
ud

y
by

Le
ijd

ek
ke

rs
et

al
,
20

18
(1
55

),
pe

rf
or
m
ed

ex
te
rn
al

va
lid

at
io
n
of

th
e
M
cL
er
no

n
IV
F
pr
et
re
at
m
en

t
m
od

el
an

d
su
bs
eq

ue
n
tl
y
up

da
te
d/
re
ca

lib
ra
te
d
th
e
m
o
de

lt
o
co

rr
ec

t
fo
r
sl
ig
ht

ov
er
es
ti
m
at
io
n.

Ex
te
rn
al

va
lid

at
io
n
of

th
e

re
ca

lib
ra
te
d
m
od

el
w
as

no
t
sp
ec

ifi
ed

.

Seminars in Reproductive Medicine Vol. 42 No. 2/2024 © 2024. The Author(s).

Patient-Centric IVF Prognostic Counseling Yao et al.118



a dataset with known live birth outcomes; (3) validation of
the model using an independent test set or cross-validation.
In addition, we include models with known clinical usage
even if they do not satisfy all these criteria (a subset
highlighted in green, ►Table 2).43,88 However, we did not
includemodels that have not been reported in peer-reviewed
research literature.

Data Source, Time Period, Clinical Variables,
and Outcomes

The IVF data sourcemay be a single center, group of multiple
centers, or national registry database. The choice depends on
whether the model usage will be limited to one center, one
group, or applied nationally. For optimal results, the training
and test data should be representative of the same patient
population. Although some researchers advocate testing
whether an established model can be adapted and applied
elsewhere, if feasible a center-specific model may yield
better model performance metrics.43,45,84

Since the model applicability may be heavily affected by
the time period chosen, data should be from a more recent,
shorter time period than to use more years of data. For
example, intracytoplasmic sperm injection (ICSI) usage and
other innovations improving embryology outcomes (e.g.,
extended embryo culture, blastocyst vitrification, and elec-
tive single embryo transfer [eSET]) becamewidelyadopted in
the mid-late 1990s and mid-late 2010s, respectively.89–93

The center-specific implementation dates of those technolo-
gies should also be considered. For example, in recent years,
freeze-all followed by serial transfers of single cryopre-
served-thawed blastocysts until live birth is reached is
increasingly applied when possible. Therefore, the selection
of dataset parameters including time periods may affect the
appropriate clinical usage of the resulting model.

The relative usefulness of clinical predictors in eachmodel
depends on which other clinical predictors are being used,
since clinical variables often have overlapping or redundant
contributions to LBP models in IVF. Here, we use age and
AMH to demonstrate a few practical points, but these con-
cepts can be extrapolated to other clinical predictors as well.
For example, if age and AMH are available for most IVF cycles
in a dataset, then the relative importance of age and AMH in
the resulting model may reflect their true relative contribu-
tion to LBP. However, if AMH is available only in a third of the
sample, then the resulting model may still perform very well
and may best serve that center’s own patients even though
the model may rely on age more than AMH. Compounding
the above is that the relative weighting and scoring of AMH
and age are expected to vary depending on the clinical
profiles of patients seen locally at each center. Therefore,
comments such as “the coefficient/relative importance of
AMH is such and such in predicting IVF LBP” should be
qualified by the specific patient population, time period,
and other practice contexts.

On the topic of clinical outcome to be modeled, model
design requirements are distinct from the ongoing contro-
versy in the literature on whether to use live birth or clinical

ongoing pregnancy (COP; defined as reaching 12 weeks of
gestation with documented fetal cardiac activity on ultra-
sound) as primary outcomes in clinical trials.94–96 While we
do agree with the goal of using live birth outcome as the
outcome to be predicted, we caution that when using binary
outcomes (e.g., yes or no, positive or negative), restricting the
“positive class” to only live birth necessitates labeling COP as
negative class. Treating COP as “no live birth” may compro-
misemodel performance and clinical applications because in
layman’s term, that would be “inaccurate” as only an esti-
mated 5% of COPs do not result in live birth.94

Using an example of 200 first IVF cycles in a dataset, let us
say that 100 cycles have documented live birth outcomes and
20 cycles have documented COP outcomes. Let us assume
that 5% of those 20 cycles (1 cycle) later are found to have
ended as second or third-trimester pregnancy losses. By
restricting positive outcomes to live births only, the positive
class is 50% of the dataset. By applying positive outcomes to
both live births and COP outcomes, the positive class is 60%.
Later, when the fates of all COPs are confirmed, the positive
class is 59%. A model trained using 60% of the data as a
positive class ismuch closer to the truth (59%) than assuming
that only 50% of the data has a positive class.

Furthermore, it is not only the positive class rate that
would be vastly underestimated but the bigger problem is
that the model would be trained based on incorrect relation-
ships between predictors and outcomes. You may ask, “Then
why don’t we wait until all the COPs have been followed up
andwe can use a dataset with confirmedfinal live birth vs. no
live birth outcomes confirmed?” The answer to that question
is explained in the section “Addressing the Risk of Data Drift”
later in this article. It maybehelpful to note that the objective
of a clinical prediction model for patient counseling is vastly
different from clinical trials aiming to determine the efficacy
and safety of a clinical intervention. Therefore, although the
design of clinically practicable prediction models relies on
the application of expert clinical research and modeling
knowledge, it has requirements and best practices different
from conventional clinical trial design.

Last but not least, we should mention that the quality of
the data preprocessing and processing steps are critical to
successful validation of any prediction models, though they
are typically given the least amount of attention in the
literature. Establishing and adhering to rules and logic in
the data pipeline and frequent code reviews and updates
are important tasks in maintaining top-quality data for
modeling.

Model Training: Why Machine Learning?

It is important to remainmethod-agnostic and open-minded
to evaluate the benefits and limitations associated with each
model training technique. Referring back to►Table 3, Groups
1 and 2 comprise models trained using multivariate LR or
simply LR. LR has been in popular usage since circa 1970 for
testing and modeling the contribution of several factors in
influencing scenarios with binary outcomes.97–100 However,
LR is an early form of ML predating current ML used in
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medical research, and it has often been erroneously per-
ceived as the antithesis of ML. While LR is a very important
statistical and modeling technique in medical research, it is
limited in handling missing data and analyzing continuous
and discrete variables, highly correlated variables, nonlinear
relationships, and imbalanced data (e.g., low frequencyof the
positive outcome such as very low live birth rates in older
patients).101–103 Nevertheless, there are established data-
processing steps (e.g., imputation, transformation of data)
that can modify the data for LR modeling.45,84

►Table 3 (Group 3 publications) reported ML usage.
Model training techniques such as LR, generalized linear
regression, and various “ML” methods such as Extreme
Gradient Boosting (XGB), Lasso, random forest, and gradient
boosted machine (GBM) in conjunction with methods to
impute missing value, utilize continuous and discrete vari-
ables, and perform feature selection as needed have been
described.104–111 See ►Table 4 for a brief description of
commonly used ML techniques and concepts. In contrast
to a commonmisconception,manyML techniques originated
decades ago, but medical researchers were not able to take
advantage of those methods until the speed and capabilities
of personal computers, cloud computing, and data storage
became widely available and economical. Although in the
earlier years, our attempts to publish research utilizing ML
met with significant resistance from reviewers asking us to
rationalize the use ofML over conventional LR, the benefits of
ML are widely appreciated today.

Many have asked, “what additional benefit is conferred by
ML over LR used in conventional medical research?” In the
general case, not relating to IVF specifically, the main advan-
tage of ML is its scalability, reproducibility (in terms of
repeating the analysis on updated data), and improvements
in model performance made possible by its scalability and
reproducibility. Due to the prevalence of ML usage across
industries, as a discipline, theML community has established

best practices to help make the most meaning from data.
Therefore, when usingML and adhering to best practices, we
benefit from the collective expertise and knowledge of all
experts using data for all applications globally.

For example, for an individual researcher analyzing data
sourced from their own center, depending on the dataset
attributes, it is possible to add functions such as imputing
missing values, adaptations to allow the analysis of both
continuous and discrete variables, testing and optimizing
tree nodes, to curate an LR model to achieve similar perfor-
mance as GBM. Also, as a dataset’s heterogeneity, features,
and sample size decrease, the model performance achieved
by LR or other multivariate models and ML may be compa-
rable. However, the above approach would require each
center to have its own dedicated researchers and the appli-
cation of many different unique customizations may also
make it more challenging to discern generalizable from
center-specific findings.

The scalability and applicability of ML allow the same
techniques to be applied rigorously and reproducibly to
datasets from many different centers, enabling observation
of data and model nuances and establishment of best prac-
tice. In other words, with ML, it is possible to re-apply a
validated process to different IVF datasets to create center-
specific, validated models. This repeatable process levels the
playing field for centers varying in size and resources. Other
important benefits include the relative ease of updating a
model with an updated dataset and the training of a center-
specific prediction model or applying center-specific valida-
tion of a general, multicenter model.

When discerning the choice of one ML technique over
another, the objective measure of model performance using
established metrics allows productive scientific discourse,
provided researchers understand the advantages, indications
for use, and pitfalls of model metrics as discussed later in the
section “Model Validation, Training, and Test Sets.” Model

Table 4 Commonly used machine learning techniques and concepts

Concept Description Example Reference

Logistic regression Predicts binary outcomes (yes/no)
using input features

Determining the likelihood
of pregnancy after IVF

Cox106

LASSO Selects important features
and reduces overfitting

Identifying key factors
influencing IVF success

Tibshirani110

Supervised
machine learning

Uses labeled data to predict
outcomes

Predicting the success rate of IVF
treatments based on patient data

Mitchell104,150

Unsupervised
machine learning

Finds patterns in unlabeled data Grouping patients based
on ovarian response patterns

Hastie et al105,150

Gradient boosting
machine (GBM)

Combines multiple weak models
to make better predictions

Predicting embryo
implantation success

Friedman107

Random forests Uses many decision trees
to improve predictions

Predicting patient response
to fertility treatments

Breiman111

XGBoost An optimized version of GBM,
faster, and more accurate

Advanced models for
predicting IVF outcomes

Chen and Guestrin108

LightGBM (LGBM) A faster version of GBM
using less memory

Efficiently predicting
fertility treatment results

Ke et al109
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metrics such as receiver operating characteristics (ROC) area
under the curve (AUC) should not be compared across
publications that differed in their patient populations and
other dataset attributes. However, publications that
compared performance metrics across modeling techniques
applied to the same training and test data are informative.
Specifically, Qiu et al, Liu et al, and Cai et al tested four to six
ML techniques45,85,87 (►Table 3). Taken together, their
results suggested that XGB and Light Gradient Boosting
Machine (LGBM) appeared to perform well consistently.
Our own research group has found gradient boosting
machine (GBM), a comparable implementation to XGB and
LGBM, to performwell consistently on datasets from over 50
global and U.S. fertility centers in our client services work
and research collaborations as exemplified by Banerjee et al,
Choi et al, Nelson et al, and Nguyen et al (submitted).36–38,86

Pretreatment models have primarily used structured
data, unlike unstructured data such as imaging data used
to rank embryos’ viability. There may be a misperception
among some that the ML techniques used to analyze struc-
tured data are not as “advanced” as artificial neural networks
(ANN) and deep learning techniques used to analyze
unstructured imaging or real-time, data used in other areas
of medicine such as diagnosing arrhythmia or screening for
breast cancer.112,113 It is best to be objective and evaluate
the ML technique appropriate for each application and
corresponding dataset attributes. Consider factors such as
economics relating to cloud computing resources, turn-
around time, expertise, and potential benefits, pitfalls, or
biases when choosing the ML method. Consistent with our
experience, Chen et al reported that deep learning does not
frequently improve model performance for datasets com-
prising structured data.114

Model Validation, Training, and Test Sets

Over a decade ago, research publications reporting prognos-
tic modeling often omitted model validation.115 It is now
recognized that an unvalidated prediction model lacks cred-
ibility. The detailed technical methods of model validation
are beyond the scope of this article.36,37,83,84,116–119 Thus, we
highlight a few important points to enable readers to more
critically appraise published models.

Clinicians may often use “external validation” when re-
ferring to testing amodel established using patient data from
one location to patients at a different location to determine if
the findings are generalizable. In contrast, for ML external
validation can also refer to data from a different time period
at the same location or mutually exclusive test data sourced
from the same location and the same time period.116,118Data
scientists may specify that allocation of data to training and
test sets must be random yet matching for certain clinical
attributes, much like matching cases with controls in con-
ventional case–control studies; hence, there is an advantage
to use data from the same location. A separate yet important
concept is that the overall frequency of the positive call
(commonly live birth and/or COP, for IVF prediction) also
determines which model validation metrics should be used.

For example, if the live birth rate is fairly low in a dataset—
approximately 30% or less such as in the case of IVF live birth
outcomes for patients 42 years or older using their own eggs
—that dataset would typically be considered imbalanced,
imposing certain ML techniques and model validation met-
rics to be used over other methods that may be inapplicable
or result in misleading results.

Ideally, ML IVF live birth prediction models are trained
and tested using mutually exclusive datasets that are bal-
anced and matching from the same time period (in-time test
set), with further testing on an exclusive test set from a time
period immediately preceding model deployment (out-of-
time relative to the original training and test data), presumed
to be most representative of patients being counseled using
the deployedmodel. Furthermodel validation using a test set
comprising data of patients being counseled using the
deployed model is important to demonstrate that the model
does indeed apply to the patients being counseled. The latter
model validation could be considered “live model validation
(LMV)” demonstrating that the “live” model holds true for
current patients. Model validation metrics may be affected
by dataset size to different extents. For example, one would
ideally want to maximize the size of both the training
and test datasets, but in situations where the training and
test sets are allocated from the same dataset, increasing the
size of one means decreasing the size of the other. Various
strategies can be applied to optimize training and test data-
set size to maximize model validation results, but attributes
and nuances of each type of dataset or even the patient
population may determine the choice of training versus test
set allocation strategy.

The medical research literature frequently omits a
description of the dataset that is ultimately used for model
deployment or “production model.” Specifically, after model
validation confirms that all the steps—data processing, fea-
ture testing, training, and validation—have come together to
produce a validatedmodel, it is often best practice to deploya
model comprising both training and test data because that
model is expected to have the best model performance.
However, such a model cannot be further validated until
post-deployment data become available for LMV. This ML
best practice is conceptually different from the conventional
research process.

Some providers are concerned that they should “hold
off” from using a model until a test set comprising patients
seen currently is available for validation, despite excellent
model validation having been demonstrated using historical
data from as recent as 1 year ago. In the time that the
current patients’ IVF treatments can be aggregated into a
“current” test set, the originally trained model would
actually have become older, even though it has been further
tested. In parallel, there may be less hesitation to omit the
model validation step altogether because the lack of any
validation seems to render the model “evergreen” and
timeless. These fallacies are rooted in the well-warranted
perception of the risk of data drift. Understanding the risk of
data drift helps providers balance theoretical risk and
practical benefits.
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Addressing the Risk of Data Drift

Models trained and validated on historical data risk not being
true for patients treated today or in the future. Such a risk,
called data drift, can occur through input data drift, concept
drift, and clinical context-related data drift, though these
data drift subtypes can affect one another.120,121 Input data
drift includes changes in diagnostic labeling (e.g., document-
ing polycystic ovarian syndrome as an ovulatory disorder
rather than the more specific PCOS diagnosis), demographic
changes (e.g., having an increase in the proportion of women
younger than 35 years). Data drift related to clinical context
of use includes changes in patient management and disease
prevalence (e.g., a center had recommended IVF as afirst-line
treatment to patients with unexplained infertility but now
changes to recommend IUI as first-line treatment instead;
thus, IVF patients with unexplained infertility will now be
patientswho already failed at least one to two IUI treatments
and the IVF live birth outcomes for this altered patient group
may be lower than observed in the historical data). Concept
drift, a consequence of input data drift or clinical context-
related data drift, refers to a changed relationship between
predictor and live birth outcome (e.g., in the previous
example, the concept drift is that unexplained infertility as
a predictor may now be associatedwith a lower IVF live birth
probability due to different clinical management of those
patients). Fortunately, providers tend to be conservative; so,
major changes in protocols or treatment recommendations
tend not to occur over a short period of time.

Having validated plans for monitoring, reducing, and
addressing data drift if needed can help prevent provider
data drift concerns. First, providers should understand that
healthcare practitioners are only expected to give patients
“the best available current prognostic information.” In the
absence of a validated model, it is more difficult to speak to
the quality of the prognostic information. Providers have a
simple task of alertingmodelmakers if theymake significant
treatment changes or if there is a change in the patients
treated. In addition, we recommend updating the IVF live
birth predictionmodel using the latest available data every 2
to 3 years or sooner if there are changes to patient demo-
graphics or treatment. At the time of model update, we also
perform “LMV,” validation of the deployed, “live” model
using the more recent, and out-of-time data as a test set.
Despite data drift deserving caution, fertility centers are
typically extremely cautious and avoid making sudden,
significant changes to protocols. We have confirmed LMV
for fertility centers that have requested it; further, based on a
formal reporting of LMV for a sample of six fertility centers,
we advocate testing or providing LMV for a larger sample of
centers to determine whether this observation can be
generalized.86

National Registry-Based Online Calculators
versus Center-Specific Prediction Models

For providers in countries that do not have a national registry-
based online calculator, McLernon et al recommended

performing a series of statistical testing, recalibration, and
adaptations of the LR models produced using US SART or UK
HFEA data by McLernon et al (US SART) and Ratna et al (UK
HFEA), respectively.43,83,84,122,123 However, Cai et al chal-
lenged this recommendation by showing that several MLCS
models developed de novo using their own center’s data,
outperformed the US SART and UK HFEA models based on
cross-validation results. In addition, Cai et al showed that the
USSART- andUKHFEA-adaptedmodelsgavepoorer validation
results for patients younger than 35 years compared with
patients 35 years old or older.43,45,83,84

When using a multicenter model, it is important to under-
stand whether there are variations in patients across centers
and if so toquantify this variability.Usingage–AMH–ovulatory
disorder diagnosis as a multivariate measure of clinical pro-
files, Swanson et al reported that inter-center variation of
clinical profiles is quantifiable and correlates to live birth
outcomes.124 Specifically, five distinct clinical profiles were
demonstrated in 7,742 patients who received IVF treatment
from 9 North American centers located in 33 cities across
11 U.S. states and Ontario, Canada. The proportion of patients
having each of five distinct clinical profiles varied significantly
across centers and the odds of having an IVF live birth varied
across these profiles.124 Also variations in local IVF treatment
may contribute toward intercenter variations.

Despite the perception that larger datasets enable more
generalizable prediction models, it is important to consider
the applicability of models for specific patients in specific
centers. In other areas of medicine, there have been varying
levels of success in applyingML to clinical registry data, with
reports of success in producing clinically applicable models
and registry data being inadequate formaximizing the utility
of ML.125–130 National IVF registries were designed for
monitoring outcomes and safety, not for supporting individ-
ualized prognostication.

National Registry Models and MLCS in the United
Kingdom and the United States
In ►Table 3 (Group 3), the models reported by Banerjee et al
and Nelson et al were early prototypes followed by the
training and validation by our group of over 50 MLCS models
many of which have also been deployed for clinical utiliza-
tion or to provide operational insights to individual fertility
centers. We previously reported that a validated, center-
specific ML model computes personalized IVF live birth
probabilities with improved discrimination, dynamic range,
and posterior log of odds ratio compared to age control
models with a significant percentage of patients having
higher live birth probabilities than would have been
expected based on age alone.2,36,37

Even controlling for the data source country (the United
States, the United Kingdom), the U.S. and UK national regis-
try based-models (the McLernon models) are different from
the MLCS models reported by Banerjee et al (the United
States) andNelson et al (theUnited Kingdom) inmanyways—
data source, time period, single versus multiple centers, age
limit, and AMH availability in the IVF cycles used, training
using LR versus GBM, and validationmetrics.36,37,43,83,84 The
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key observation is that MLCS modeling using far fewer IVF
cycles achieved comparable or better model performance
compared with national registry-based models (►Table 3).

Possible Reasons Limiting the Performance of National
Registry Models
Exploring possible causes for differences in multicenter
versus single-center model performance may inform
research and model improvement efforts. First, Ratna et al
acknowledged that the UK McLernon model suffered from
lack of AMH values in the HFEA data.84,122 Second, in our
experience when patients aged 42þ years are included in
the training and test sets, the ROC AUCwhich reflects whole-
model performance may not be representative of model
performance for younger women as older women have a
disproportionate number of true negatives. Consistent with
our experience, Cai et al showed when applying the McLer-
nonmodels to the Chinese dataset, and theMcLernonmodels
performed better in the older age group (�35 years) than in
the younger age group (<35 years).45

When using multicenter data, one must control contri-
butions to the training and test sets by each center, to avoid
having a model that is overrepresented by centers with large
volumes. Potential solutions to be tested include sampling
and controlling for each center’s proportional contribution to
the final training and test sets or creating a center label to
represent center-specific factors that are not captured by
variables in the dataset. For example, Choi et al showed a
method for each center to contribute predictive elements or
trees rather than IVF cycles to make up the multicenter
dataset.38

Model Validation

Model review and validation are crucial steps before apply-
ing models in clinical practice to demonstrate performance,
thereby building trust in model accuracy. Model review
involves monitoring descriptive and analytical statistics for
various variables, with experts reviewing any irregularities
to detect and resolve issues throughout the modeling
process.

In this section and in►Table 5, we provide an overview of
important model metrics with references for further details.
Regardless of the metric used, there should be a control
model for comparison.

The AUC of the ROC may be the most widely reported
model metric. The ROC AUC measures the ability of the
model to discriminate or rank predictions showing the
trade-off between the true positive rate (TPR) and false-
positive rate (FPR).116–119 While the ROC AUC measures a
model’s ability to rank predictions, it has significant draw-
backs. For instance, it may not detect clinically meaningful
improvements in the model. Moreover, the AUC can be
artificially inflated by including specific patient groups,
such as those older than 42 years or those with very low
live birth rates, giving a false sense of reassurance about the
model’s performance. This metric is also not suitable for
highly imbalanced datasets.

To address limitations of ROC AUC, additional metrics
that measure different attributes of the model can be
considered (►Table 5). In particular, we created the metric,
the Posterior Log of Odds Ratio Compared with Age Model
(PLORA), for measuring predictive power in the specific
context of IVF LBP.2,36–38,86 PLORA compares the log-likeli-
hood of the IVF prediction model to an age-based control
model: that is, “how much more likely will this new model
fit the observed data and outcomes compared to the age
control model?” This metric is sensitive to dataset size and
model improvements and can be communicated in linear
scale (ePLORA) for easier understanding by clinicians. Observ-
ing a positive PLORA in conjunction with other model
metrics provides a comprehensive indication of model
performance.

In addition to ROC AUC and PLORA, we employ
other important metrics such as IVF LBP distribution,
reclassification, and dynamic range to further evaluate
models.131–133 Reclassification examines whether more
patients as a group receive higher live birth probabilities
better reflecting actual live birth rates, while the dynamic
range evaluates the highest and lowest possible live birth
probabilities that the model may predict. These metrics
provide insight into the strengths and limitations differen-
tiating candidate models.36–38,45,85–87 Precision, Recall, F1
Score, and PR AUC are also effective at detecting improve-
ments in predicting positive live birth outcomes, especially
in imbalanced datasets.116,117,134 Precision, or positive
predictive value, indicates the likelihood that predicted
positive outcomes are correct, ensuring patients are not
misled about their chances. Recall, or sensitivity, measures
the model’s ability to identify actual positive outcomes,
ensuring that patients with high live birth probabilities are
accurately identified. The F1 Score (i.e., the harmonic mean
of precision and recall) balances both metrics to provide a
comprehensive evaluation of the model’s performance. The
PR AUC plots precision versus recall without requiring a
specific threshold and offers detailed views of the model’s
predictive capabilities across different thresholds.

These metrics help demonstrate a model’s ability to
support clinical care and business operations. By leveraging
a combination of validation metrics, we can provide more
reliable prognostics, ultimately improving clinical decision-
making and operational efficiency.

Additional Requirements to Use Validated
ML Models in Routine Clinical Care

AlthoughmanyMLmodels have been reported inmanyareas
of medicine, there are additional requirements for successful
implementation in clinical care as summarized by patient-
centric communications; provider collaboration, usability,
and explainability; relevance and model performance; abili-
ty to handle complex data; scalability includingmaintenance
of quality, user experience, and economic feasibility as usage
scales; and adhering to best practice and compliance
throughout the product life cycle from raw data processing
to production model deployment.119,135,136
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Explainability, Provider Collaboration, and
Patient Communications

An IVF prognosticmodel supports provider–patient relation-
ship at a critical point of the patient’s care; therefore, the IVF
prognostic informationmust be clear and easy to understand
to both providers and patients. The prognostic information
may be presented in an individualized counseling report that
includes not only the prognostic information but also the key
factors that underpin the prognosis in a graphical format
illustrating how the patient compares to other patients
treated at the same center.23

Scalability, Data Privacy, Compliance, Ethics

In the context of ML-supported provider–patient prognostic
counseling, scalability refers to the ability of theML platform
to serve patients through many fertility centers and pro-
viders globallywith great implementation andmodel update
efficiency at low costs while preserving or improving the
quality of the IVF prediction models, the counseling reports,
and other supportive services. Scalability is important as it
enables the delivery of prognostic information to diverse
patient populations. Scalability may be achieved in several
ways. For instance, a proprietary, end-to-end platform may

Table 5 Model performance metrics that are commonly used and/or useful in discerning models varying in performance

Metric Measurement Value and interpretation

Receiver-operating curve
area-under-the-curve (ROC AUC)

Measures the ability of the model
to discriminate or rank predictions

AUC¼1 The model is a perfect classifier
with a maximum true positive rate
(TPR) and a minimum false
positive rate (FPR)

AUC � 0.5 The model is a poor classifier,
no better than random

Posterior log of odds ratio
compared with age model
(PLORA)

Measures predictive power,
comparing the log-likelihood of
the IVF prediction model to the
age control model

High (positive)
PLORA

The IVF prediction model is more
effective in predicting successful
IVF live birth outcomes than the
age-based model

Low (negative)
PLORA

The IVF prediction model is less
effective in predicting successful
IVF live birth outcomes than the
age-based model

Precision/Positive predictive
value

Evaluates the model’s tendency to
overestimate the probability of
live birth

High precision When the model predicts a
successful IVF live birth outcome,
it is more likely to be correct

Low precision A significant proportion of the
model’s predictions of successful
IVF live birth outcomes is likely
incorrect (false positives)

Recall/Sensitivity/TPR Measures the proportion of actual
positives (successful IVF live birth
outcomes) that are correctly
identified by the model

High sensitivity The model correctly identifies a
large proportion of successful IVF
live birth outcomes

Low sensitivity The model misses a significant
number of successful IVF live birth
outcomes

F1 score Measures the harmonic mean of
precision and recall

High F1 score The model has both high precision
and high recall given a particular
classification threshold

Low F1 score The model has low precision, low
recall, or low precision and low
recall given a particular
classification threshold

Precision-recall area-under-the-
curve (PR AUC)

Measures the model’s overall
performance in terms of precision
and recall across all thresholds

High PR AUC The model maintains high
precision and high recall across the
range of possible classification
thresholds

Low PR AUC The model struggles to maintain
both high precision and high recall
across the range of possible
classification thresholds
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be used to support datamodel pipelines, no-code implemen-
tation of customized model and counseling report specs,
deployment and usage of models, report generation, multi-
lingual function, and administrative module. However, the
platform and related processes must comply with applicable
local data privacy laws such as U.S. Health Insurance Porta-
bility and Accountability Act (HIPAA) and the European
General Data Protection Regulation (EU GDPR). The regula-
tory framework and pathways governing medical devices
comprising AI/ML and software have continued to evolve
with the increasing complexity of the devices and needs of
patients and providers.119 Beyond compliance, it is impor-
tant to conduct 360-degree review with key stakeholders
including collaborators, fertility center, clinical and opera-
tional leads and teams, internal team, and patients (directly
or indirectly via providers) to consider potential unintended
consequences of data strategy, product, and life cycle man-
agement decisions including efforts to maximize inclusion
of diverse patient groups, ensuring that the data
are representative of the people served by the resulting
model, and ongoing efforts to maximize affordability of
and access to fertility treatments.4,5

Adaptability and Operational Efficiency

Successful application of ML at point-of-care requires the
merging of clinical care and data/ML workflow in a stream-
lined way for the clinical team. In view of staff constraints, it
is imperative that the streamlining is operationally and
efficiently tailored to each center.137 Many fertility centers
have been scaling up services to meet increasing patients’
demands for IVF. In the United States, care teams have been
augmented by training advanced practice providers (APPs)
and/or general obstetricians and gynecologists.137–139 It is
essential that all users are trained on the use of any prognos-
tic tool, but a good tool can support their patient counseling.
Additionally, optional integration with fertility centers’
electronic health record systems enable largely automated
generation of counseling reports.

Real-World Usage, Tracking, and Evaluation

Despite reports of IVF live birth predictionmodels and online
calculators for providers and patients, there are relatively
few reports on such real-world use.43,83,84,140–142 One study
compared a group of Australian patients’ perceived IVF LBPs
against the U.S. SART calculator and another study compared
a group of French patients’ perceived IVF LBPs against the
French registry data.29,30

Limited reporting of IVF prognostic tool usagemay reflect a
variety of challenges such as difficulty in assembling
the necessary expertise, limited AI real-world studies, or
difficulty in fitting such studies into conventional medical
research journals. We have reported clinical implementation
of IVF live birth prediction models and our team’s multisite
implementation experience using the framework recom-
mended by Goldstein et al.2,86,137,143 A real-world study of
the retrospective multicenter experience of 24,238 new

IVF patients suggested that usage of a patient-centric, MLCS-
based prognostic report was associated with increased IVF
conversion among new fertility patients.143 This study sug-
gested to investigate factors influencing treatment decision-
making and real-world optimization of patient-centric work-
flows incorporating MLCS prognostic reports.143

Medical research journals might consider a category
dedicated to AI applications encouraging AI publications
pertaining to medicine. In addition, it may be helpful to
support reviewers with articles on the topic of AI implemen-
tation, usage, and guidelines. Indeed, the following guide-
lines facilitate informed and productive review processes.
TRIPOD-AI, STARD-AI, PRISMA-AI, CONSORT-AI, and SPIRIT-
AI are extensions of widely used TRIPOD, STARD, PRISM,
CONSORT, and SPIRIT guidelines, respectively.144–149 Since
the original, non-AI versions of these guidelines have been
widely used by researchers, the AI versions have also become
widely recognized by journals.

Unlike other guidelines, the DECIDE-AI guideline was
designed for early clinical study stage evaluation of any AI
modalities (e.g., diagnostic, prognostic, therapeutic), in live
clinical settings and importantly does not require any
one study design.149 The DECIDE-AI guideline prioritizes
assessing the risk of data shift and reporting of clinical
implementation experience as-is to expedite sharing of the
usage experience.149

Conclusions

Having described the design, development, validation, and
deployment of personalized ML IVF prognostic models, it
may be helpful to return to the broader vision of advancing
reproductive medicine and increasing fertility care accessibil-
ity. Economic modeling using ML IVF prognostic models can
inform the allocation of funding to support fertility care with
strategies at the local, regional, or national levels. Most impor-
tantly, these local strategies are alignedwith aglobal, scientific
and ethical approach adaptable to local fertility centers’ clini-
cal care andoperationalneeds.Aglobal collaborationofpublic,
private, research, and operational groups developing validated
ML IVF prognostic models help to prioritize women’s and
couples’ family-building goals. By helping more people who
are proactively seeking fertility care to become parents, we
may also help to mitigate the macro level impact of below
replacement fertility currently experienced bymore than half
of all countries.
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